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Abstract 

Measuring the velocity fields plays a crucial role in investigating the dynamics of granular flows, where the prediction of 

hazardous geophysical flows (e.g. avalanches and debris flows) or the control of powder flows in industrial applications 

can be improved. Non-invasive optical methods are invaluable tools for estimating this physical quantity at the laboratory 

scale. Despite the recent improvements of particle image velocimetry (PIV) algorithms, the employment of PIV to granular 

flows is still a non-standard application exhibiting several specific aspects to be carefully addressed. Here, the main 

challenges of granular PIV applications are addressed and, in particular, the open-source window deformation multi-pass 

code, PIVlab [Thielicke and Stamhuis, J. Open Res. Soft., 2014], is systematically tested in rotating drum and chute flow 

experiments of dry granular flows. An easily accessible apparatus, composed of a high-speed camera and a flickering-free 

LED illumination system, is employed. Three granular media (glass spheres, Ottawa sand and acetalic resin beads) with 

different optical properties are used as a broad test bench for validating the PIV approach. As well, comparisons between 

the estimations by PIVlab and those obtained by the commercial code, IDT ProVision-XS, are reported, where the 

advantages of the multi-pass approach are highlighted. This extensive experimental investigation allowed the evaluation of 

the accuracy of PIVlab in granular flow applications and also helped to assess the reliability of measurements of second-

order statistics, such as the granular temperature. Finally, a guideline for setting a reliable PIV arrangement is provided. 
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1 Introduction 

Particle image velocimetry (PIV) has become a popular and effective tool in various fields of fluid mechanics, 

aerodynamics and hydraulic engineering (e.g. Willert and Gharib, 1991; Adrian, 2005). The PIV technique is capable of 

finding the most probable velocities in predetermined subsets (typically called interrogation windows or interrogation 

areas) of a two-dimensional region of interest (ROI) of the flow domain. This task is achieved by determining the 

maximal value of the cross-correlation function of pairs of images, taken in a short time interval. 

Classical PIV applications to transparent fluids require optically visible tracers and a laser sheet to illuminate them within 

a thin slice in the flow domain. The tracers have to be very small and roughly with the same density of the fluid under 

study, so that they flow with the fluid without noticeable velocity differences. Once these requirements are met, the 

tracers’ velocities can be taken as reliable estimations of the flow velocities. The main errors of PIV are due to loss-of-pair 

and gradient bias (e.g. Scarano and Riethmuller, 2000). The first kind of error, typically due to a too small interrogation 

window compared to the magnitude of displacements, arises when the difference of the tracer numbers between the two 

images becomes too large and yields an increase of the background noise in the correlation. The second error is caused by 

high shear in the interrogation window, which degrades the cross-correlation analysis by broadening the intensity peak. 

More recently, PIV has been extended to dry granular flows and liquid-granular mixtures (e.g. Lueptow et al., 2000; 

Eckart et al., 2003; Pudasaini et al., 2007; Reynolds et al. 2008; Gollin et al., 2017; Sarno et al., 2018). The dynamics of 
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granular flows is a hot topic for the scientific community, as granular media are involved in several natural phenomena 

(e.g. debris flows and avalanches) and engineering applications (e.g. conveyance and mixing of powders in industrial 

applications). The application of a PIV approach to granular flows, often referred to as granular PIV or g-PIV (Eckart et 

al., 2003), exhibits some peculiar traits. Although its working principle is identical to classical PIV, g-PIV differs in 

several aspects depending on the nature of the medium. Grains are typically non-transparent: thus seeding is generally not 

needed, as the grains themselves can be regarded as tracers (e.g. Pudasaini et al., 2007). Yet, the grain opacity only allows 

measurements at the boundaries of the flow domain. The large size of grains (typically of order of mm) and the inability to 

investigate inside the flow domain render the use of laser sheets inadequate. Instead, the employment of alternative light 

sources, such as flash lights (e.g. Eckart et al., 2003; Pudasaini et al., 2007) or flickering-free LED lamps (e.g. Sheng et al., 

2011; Sarno, 2013a; Sarno et al., 2014a) is strongly encouraged. Another peculiarity of granular flows is that large shear 

may occur, especially in the presence of a no-slip basal condition (e.g. Komatsu et al., 2001; Jop et al., 2005; Sarno et al., 

2018). High shear may cause gradient bias errors in early PIV codes, especially if the optimization is performed by a zero-

order matching algorithm assuming a rigid displacement in the interrogation window. Owing to such possible errors of 

PIV, the particle tracking velocimetry (PTV), another optical method based on tracking individual grains (e.g. Capart et 

al., 2002; Jesuthasan et al., 2006; Chou and Lee, 2009), was traditionally preferred to PIV despite its higher computational 

costs. Today, the aforementioned limitations of PIV seem to be surmounted by more robust algorithms, based on window 

displacement, multi-step and window deformation approaches (e.g. Westerweel et al., 1997; Scarano and Riethmuller, 

1999; Scarano and Riethmuller, 2000; Thielicke and Stamhuis, 2014a). The main improvement of window displacement 

methods is the introduction of a relative shift of the interrogation window, in which the trial displacement is preliminarily 

calculated on a larger area. In the multi-pass approach this technique is iteratively applied on a sequence of progressively 

smaller interrogation areas. Such a refinement allows an increase of the spatial resolution without loss-of-pair errors for 

larger displacements. This approach is very effective to overcome the well-known trade-off of early PIV codes between 

spatial resolution and dynamic range, defined as the maximum range of measurable velocities. To limit the gradient-bias, 

the deformation window techniques employ higher order matching algorithms, which relax the aforementioned assumption 

of rigid displacement in the interrogation window. Another major challenge by g-PIV technique is the accuracy in 

estimating the second order statistics, such as the granular temperature (e.g. Jesuthasan et al., 2006). In fact, large errors 

may arise due to the spatial average of the PIV approach: that is, any PIV measurement is an averaged bulk measurement 

representative of the whole interrogation area and, thus, the grains' instantaneous velocities are subject to a smoothing. By 

statistical arguments and experimental verification Reynolds et al. (2008) showed that the PIV spatial averaging errors 

typically cause an underestimation of the granular temperature, which increases with increasing size of the interrogation 

area. This underestimation is partially limited by the correlation of the instantaneous velocities from contiguous 

interrogation areas, due to auto-correlation of grains with themselves (Reynolds et al., 2008) and probably also due to 

correlated motion of grains on length scales larger than one grain diameter (Pouliquen, 2004). All the aforementioned 

issues and peculiarities highlight that the g-PIV is still a non-standard and very challenging application. 

Beside the commercial PIV codes, there are several open-source projects ongoing and becoming popular in the scientific 

community. In the present work we employed the free open-source code, PIVlab, developed by Thielicke and Stamhuis 

(2014a, 2014b). PIVlab is a Matlab code, based on state-of-the-art multi-pass window deformation algorithm. Under ideal 

conditions of synthetic images, where no noise and no shear exist, PIVlab is reported to provide rather accurate 

measurements with a random error typically smaller than 0.02 pixels/frame (Thielicke, 2014). PIVlab has become very 

popular (e.g. Chen et al., 2013; Mackowski and Williamson, 2015; Roman et al., 2016) since its first release in 2010, 
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awarding more than 450 citations on Google Scholar. Also a few works on granular flows employed this code (e.g. Jiang 

and Towhata, 2013; Sarno et al., 2014a; Baker et al., 2016; Gollin et al., 2017; Sarno et al., 2018). However, to date the 

accuracy of PIVlab has not been thoroughly investigated in g-PIV applications. 

In this work we studied the suitability of the multi-pass PIV approach to granular flows and, specifically, we assessed the 

accuracy of PIVlab. The specific objectives of this paper are: (a) to assess the accuracy of PIVlab in real g-PIV 

applications involving a wide range of granular materials with different optical properties (b) to select a reliable set of 

parameters for the PIV analysis; (c) to evaluate the quality of PIV estimations of the granular temperature. 

Two standard experimental geometries, i.e. rotating drum and chute flows (G.D.R. Midi, 2004) and three kinds of granular 

media with very different optical properties were investigated. The paper is composed of the following parts. The relevant 

aspects about g-PIV and the main features of PIVlab are summarized in Sec. 2. The experimental results are reported in 

Sec. 3. In particular, Sec. 3.1 reports the investigation in rotating drum where the absolute accuracy of PIVlab could be 

assessed by independent measurements of the rotating speed of the drum. Sec. 3.2 reports velocity measurements on chute 

flows of Ottawa sand, where a comparison between the measurements by PIVlab and those by the commercial code IDT 

proVISION-XS is provided. Sec. 3.3 reports an investigation on white acetalic resin beads, whose challenging optical 

properties represent a further test bench for the PIV approach. General considerations about the PIV estimations of the 

granular temperatures are reported in Sec. 3.4. Finally, the conclusions are summarized in Sec. 4. 

2 PIVlab and g-PIV applications 

The main features of PIVlab, relevant to g-PIV, are here reported. Whenever necessary, the PIV theory is also recalled. 

A PIV algorithm calculates the cross-correlation function of the image intensity field between two consecutive images, 

separated by a short time interval tD . Each image is divided in partially overlapping regions, called interrogation windows 

(IW), where the cross-correlation function is evaluated. The maximization of this function allows determining the most 

likely displacement. The degree of overlap between contiguous IW is usually not larger than 50% of the size of IW. In 

fact, owing to Nyquist-Shannon sampling theorem, the spatial wavelength response has a cutoff at half the size of the IW 

(e.g. Willert and Gharib, 1991). Let the interrogation plane be xy in a Cartesian coordinate system. With reference to a 

generic interrogation window, W, the zero-order cross-correlation optimization can be written as 

 ( ) ( )max t t tW
f f dA+D +òd

r r d , (1) 

where ( ),
T

x yº D Dd  denotes the displacement vector, r  is the position vector, ft and ft+Δt are the grey intensities at time 

points t  and t t+D , respectively. In digital PIV applications (DPIV), (1) is rewritten in the discrete form 

 ( ) ( )( ), 1,
max , ,

M

t t ti jm n
f i j f i m j n+D=

+ +å , (2) 

where M is the number of pixels in W, n and m are the discrete components of d in x- and y- directions. To speed-up the 

maximization optimization (2), PIVlab is able to solve it in the frequency domain by using a Fast Fourier Transform 

(FFT). Sub-pixel accuracy is achieved by an interpolation algorithm. Specifically, PIVlab employs either a three-point 

Gaussian interpolation carried out separately in x- and y- directions (e.g. Westerweel, 1993), or a more computationally 

expensive three-dimensional 9-points Gaussian interpolation. Since the optimization (1) (or (2) in its discrete form) is 

performed with respect to the sole unknown d, i.e. it is assumed that the motion is rigid within W, gradient-bias errors 

arise if the flow is sheared. To limit such errors, more sophisticated matching algorithms allow that the displacement ( )d r  

vary within W (Scarano and Riethmuller, 2000): e.g. first-order algorithms assume that ( )d r  is linearly distributed around 
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0 WÎr  by ( ) ( ) ( )0 00
» +Ñ × -d r d r d r r . More refined window deformation algorithms implement different interpolation 

schemes using a higher number of points (e.g. Astarita and Cardone, 2005). Specifically, PIVlab employs a window 

deformation algorithm using 9 points. The trial displacements of the pixels in each IW can be estimated via either bilinear 

or spline interpolation. It is worth mentioning that this approach is particularly useful in g-PIV applications, where the 

shear rate may be large. A sketch of the discretized interrogation plane with a 50% overlap and the 9-points window 

deformation technique, implemented in PIVlab, are shown in Fig. 1. 

 

Fig. 1 Discretization of the interrogation plane (with 50% overlap of IW) and the 9-points window deformation technique 

As mentioned in Sec. 1, another major error source, common to both classical PIV and g-PIV, is the in-plane loss-of-pair. 

To avoid it, a general recommendation is that IW should be at least 4x larger than the maximum d  (e.g. Keane and 

Adrian, 1992). Yet, for single pass PIV algorithms this requirement clearly limits the spatial resolution of measurements. 

Multi-pass algorithms overcome these issues allowing a progressive spatial refinement without loss of accuracy for large 

displacements. The multi-pass capability of PIVlab consists of a maximum of 4 passes and is implemented together with 

the aforementioned window deformation approach. That is, each PIV pass correlates the initial IW with the deformed one 

guessed by the previous PIV pass and, thus, determines the remaining displacement, which is added to the partial 

displacement by the previous pass (for more details see Thielicke and Stamhuis, 2014a). 

The quality of a PIV analysis can be described by the signal-to-noise ratio (SNR), which is the ratio between the first peak 

of the cross-correlation function and the second peak due to noise. A good exposure of the photographs and a suitable 

dynamic range of the camera sensor are necessary conditions for a good SNR. Furthermore, to achieve a reliable SNR, in 

classical PIV each IW should encompass a minimum amount of tracers: the optimal tracers' density has to be ≈5-10 per IW 

in classical applications on transparent fluids (e.g. Adrian and Westerweel, 2011). This requirement can be met either by 

increasing the seeding density or by enlarging the IW. Gollin et al. (2017) proposed to employ the same guideline also in 

g-PIV applications, where the tracers are replaced by grain particles. Yet, this requirement is rather stringent in g-PIV 

applications due to the large grain size and the impossibility of controlling the bulk density. Hence, its fulfillment typically 

amounts to choosing a very large IW, which limits the resolution of measurements. This requirement may be unnecessary, 

if the granular medium has sub-grain sized texture, i.e. an optical structure suitable for cross-correlation (e.g. Eckart et al., 

2003). In the present work we will show that, even if the grains do not exhibit clear sub-grain texture (e.g. glass spheres), a 

minimum number of particles in the IW should be guaranteed only in the 1st pass of a multi-pass PIV analysis. 

Beside the aforementioned errors also common to classical PIV applications, it is worth mentioning that dust spots within 

the ROI, occasional glares on grain surfaces or intermittent flicker of the light source could lead to a substantial 

deterioration of g-PIV analyses (e.g. Sarno, 2013a). Evidently these potential issues should be limited as much as possible 

at the stage of the experimental design. If they cannot be avoided at that stage, some image pre-processing before PIV 
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analysis could be useful. To this regard, PIVlab allows different pre-processing strategies: e.g. contrast limited adaptive 

histogram equalization (CLAHE), Wiener filter, high-pass filter, intensity capping (Thielicke and Stamhuis, 2014a). 

Estimation of second order statistics of the velocity field 

Similar to turbulent flows, granular flows exhibit continuous fluctuations of the flow velocities, ( ) ( )t t= -u' u u , around 

their Reynolds time-average, ( )
0

1
T

T t dtòu = u . Major challenges arise when the PIV approach is also employed for 

estimating second-order statistics, such as the variance of ( )tu . Second-order measurements are tricky, as they involve a 

quadratic operator that, different from average operator, does not dampen out the random errors of instantaneous 

velocities. Consequently, such errors cause noise in the estimated variance: e.g. a PIV typical random error of ≈0.02 

pixel/frame would cause a noise floor of 0.022 pixel2/frame. Another major error source, which conversely causes a 

systematic underestimation of the variance, is represented by the PIV spatial average in the interrogation window. 

A useful second-order quantity, proportional to the specific kinetic energy of a granular flow and reminiscent to the 

thermodynamic temperature, is represented by the granular temperature, T (e.g. Jesuthasan et al., 2006). The correct 

estimation of this quantity is crucial to study the granular flow regime. Considering the sole translational specific kinetic 

energy, for the sake of simplicity, T is given by 

 ( )
3 2

1

1
'

3
ii

T u
=

= å , (3) 

where 'iu  is the i-component of ( )tu'  and  is the ensemble average operator. Strictly speaking, the ensemble average 

in (3) should be evaluated over a large amount of repetitions of the same experiment. By assuming that the system under 

study is steady and ergodic, the ensemble averages in (3) can be approximated by the variances (in time) of the velocity 

within a single experiment: ( ) ( )
2 2' 2

i i i iu u us» = -  (e.g. Sarno et al. 2018). Reynolds et al. (2008) showed that the true 

local granular temperature, T, related to a reference area small enough compared to the size of the grain particle, is higher 

than the PIV estimation, *T , obtained from a IW n-times larger than such a reference area, 

 * *T T nT£ £ . (4) 

The statistical arguments leading to (4) are briefly reported in Appendix for the reader's interest. Under the hypothesis of 

no spatial correlation of contiguous instantaneous PIV measurements, (4) yields *T nT= . Conversely, in case of full 

spatial correlation, *T T= . Reynolds et al. (2008) showed that a high spatial correlation arises on a length scale of one 

particle diameter, due to correlation of the particle with itself. Moreover, it has been speculated that correlated motion on 

larger length scales may arise, due to non-local rheological effects depending on the flow regime (Pouliquen, 2004). 

3 Experiments 

Three kinds of experiments on free-surface steady flows, involving various granular media, are reported for validating the 

PIV approach. In all cases the measuring apparatus was composed of a high-speed digital camera and a flickering-free 

LED lamp. We did not carry out any pre-treatment of digital images, as preliminary tests revealed that the improvement 

was not significant in our dataset. The size of IWs and the number of PIV passes were systematically varied, so as to 

determine the most reliable PIV setting. Conversely, the following parameters were kept constant in all PIV analyses: 

· the cross-correlation optimization is carried out in the frequency domain through FFT; 

· the 9-points bilinear interpolation is used for the IW reconstruction; 

· sub-pixel accuracy is achieved by three-point Gaussian interpolation; 
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· a 50% overlap of IW is employed at each PIV pass. 

3.1 Experiments on glass spheres in a rotating drum 

To investigate the accuracy of PIVlab, a series of experiments on a steadily rotating drum (e.g. G.D.R. Midi, 2004) were 

carried out at the National Chi Nan University (Taiwan). The clear advantage of this experimental setup is that the rotation 

speed of the drum could be controlled and independently assessed, so that the absolute accuracy of PIV measurements 

could be easily determined near the basal surface of the drum where a no-slip kinematic boundary condition (KBC) 

occurred. The rotating drum has an inner radius R=60cm, width W=10cm, and is powered by an electric motor. The 

rotation speed, W , could be adjusted by an inverter. The granular medium is composed of glass spheres of constant 

diameter d=2mm. To increase the quality of the PIV analysis, half of the number of the spheres was white and half black. 

The steady motion of the grains, induced by the drum rotation, was video-recorded at 2 kHz (i.e. 2000fps) by a 

monochrome high-speed camera (mod. IDT X-Stream XS-3, 10-bit pixel depth and spatial resolution of 

1280 1024´ pixels), equipped with a lens of focal length 50 mm (mod. Sugitoh TSL-50095). So as to correctly capture the 

central zone of the flow, the camera was placed at a distance of ≈40cm from the transparent wall of the drum and was 

centered at the section of the drum circumference where the tangent forms an angle of 41° with the horizontal. The spatial 

scale in the pictures is 1 19.5pixelsd » . Given the scale and the frame rate, the theoretical random error of PIVlab would 

yield an ideal accuracy of ≈0.004 m/s. This investigation is meant to verify the real accuracy achievable. To get a proper 

exposure of the pictures, a flickering-free LED lamp (mod. 100W-LED by U&U International Inc., ≈9000lumens) was 

employed, whilst the shutter time of the camera was set to 100μs  and the lens aperture to f/2. A sketch of the laboratory 

apparatus and an example picture of the ROI are shown in Fig. 2. A local Cartesian Oxyz frame of reference, centered at 

the cross section under study, is considered. As shown by Fig.2(c), the glossy surface of the grains does not exhibit a 

clearly visible sub-grain pattern, which renders this g-PIV application particularly challenging. Different rotation speeds 

were investigated in a range between 1-5 revolutions per minute (rpm), from which two experiments were selected for PIV 

validation (Tab. 1). In this range of W  a no-slip basal condition with no grain rolling was observed. Moreover, thanks to 

the resistances exerted by the side walls (e.g. Jop et al., 2005; Sarno et al., 2011a; Sarno et al., 2018), a layer of grains with 

no deformation, spanning several grain diameters, was observed near the basal surface. Thus, the rotation speed of the 

drum, W , could be precisely assessed by measuring the linear velocity, 
2

ˆ
x z d

u
=

, of the lowest layer of spheres. To do it, 

individual spheres were manually tracked at 2z d=  over time intervals of 0.1s-0.2s taken from a larger interval, 1t sD = , 

in the steady state. Such measurements exhibit an accuracy of order of ≈ 410 m s- , higher than the theoretical PIV 

accuracy, and, thus, could be employed as reference for the PIV measurements. 

Tab. 1 List of experiments in the rotating drum, showing the rotation speed, W  (in counter-clockwise notation), the flow 

depth, h , and the linear velocity, 
2

ˆ
x z d

u
=

, of the lowest layer of spheres determined by manual particle tracking 

Run W  [rpm] h/d [m] 
2

ˆ
x z d

u
=

 [m/s] 
2

ˆ
x z d

u
=

 [pixel/frame] 

Exp-1rpm -1.044 37.5 -0.0655 -0.318 
Exp-5rpm -4.884 36.1 -0.3064 -1.487 

In Tab. 1 
2

ˆ
x z d

u
=

 is listed in both [m/s] and [pixel/frame] units and also the time-averaged normalized flow depth, h/d, is 

reported. The same time interval 1t sD = , in which W  and h were estimated, was video-recorded and analyzed by PIVlab 

(ver. 1.41). The PIV analyses were performed on non-overlapping frame pairs (1-2, 3-4 etc..): thus, a sequence of 2000 

pictures yielded 1000 instantaneous PIV measurements. A variety of analyses, using different numbers of PIV passes and 
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IWs, were investigated (Tab. 2). In all the multi-pass analyses, reported here and hereafter, the spatial refinement from one 

pass to the next one was chosen ≤50% of the IW. In fact, it was preliminarily observed that a higher refinement leads to 

significant errors. The investigated PIV analyses are divided in two groups. In the first group, from PIVlab-1 to PIVlab-4, 

the effects of the multi-pass approach and of the spatial refinement were studied. In these analyses the IW size in the 1st 

pass was chosen equal to 40pixels≈2d, after preliminarily verifying that this length was larger than 4x the maximum 

displacement, so that loss-of-pair is avoided. In the second group, formed by PIVlab-4, PIVlab-5 and PIVlab-6, even 

larger IWs were investigated in the 1st pass. 

 

Fig.2 a. Sketch of the rotating drum, b. Cross section (y-z view), c. Example photograph of the ROI, centered at x=0 

So as to cancel out the rotation speed of the drum from the x-component velocity profiles, the relative velocity is employed 

 ( ) ( ) ( ),'x x measuredu z u z R z= -W -  (5) 

where ,x measuredu  is the x-component of the PIV measurement in the fixed frame Oxyz. Fig. 3 shows the time-averaged 

profiles of 'xu  and zu . All the velocities, reported here and hereafter, are in standard dimensionless form obtained by 

dividing the dimensional values by gd  (e.g. GDR Midi, 2004). To avoid overlaps with the 'xu  profiles, the zu  profiles 

in Fig. 3 are shifted by the constant -0.5. Clearly, an accurate PIV analysis should be able to capture ' 0xu »  in the lower 

almost static zone, as well as 0zu »  at the rigid bed where 0× =u n . 

Tab. 2 List of the PIVlab analyses in rotating drum experiments 
PIV Analysis Employed IWs Overlap 

PIVlab-1 Single pass, IW: 40x40 pixels 20 pixels (≈1d) 
PIVlab-2 Two pass, IWs: 40x40, 20x20 10 pixels (≈0.5d) 
PIVlab-3 Three pass, IWs: 40x40, 20x20; 10x10 5 pixels (≈0.25d) 
PIVlab-4 Four pass, IWs: 40x40, 20x20; 10x10; 5x5 3 pixels (≈0.15d) 
PIVlab-5 Four pass, IWs: 60x60, 30x30; 15x15; 8x8 4 pixels (≈0.20d) 
PIVlab-6 Four pass, IWs: 80x80, 40x40; 20x20; 10x10 5 pixels (≈0.25d) 

Before studying the effects of the PIV setting, it can be noted by Fig. 3 that all 'xu  profiles exhibit two regions with 

different behaviors: a lower zone with a very slow motion and an upper surface flow with larger values of 'xu . Such a 

stratified velocity profile, which was attempted to be described by a two-layer approach (e.g. Sarno et al., 2014b; Sarno et 

al., 2017), is reported to occur also in different geometries such as chute flows with no-slip basal KBC (e.g. Komatsu et al. 

2001; Lanzoni et al., 2017; Sarno et al., 2018). The same shape was experimentally observed also by other measuring 

methods such as NMR and PTV (e.g. Maneval et al., 2005; Jesuthasan et al., 2006; Chou et al., 2016). Thus, we can 

preliminarily conclude that PIVlab is capable of well capturing the shape of the velocity profile with a broad range of 

settings. Now, let us analyze the various PIV settings in detail. As the number of PIV passes decreases and, consequently, 
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the IW size in the last pass increases, 'xu  is noticeably underestimated, especially near the free surface, compared to more 

refined PIV analyses (e.g. cf. PIVlab-1 vs. PIVlab-4). This is due to the well-known underestimation of the displacements 

caused by the finite size of the IW and the consequent spatial average (e.g. Scarano and Riethmuller, 2000). Conversely, 

an evident overestimation of 'xu  is found in the lower region, if coarser IWs are employed. 

 

Fig.3 Time-averaged velocity profiles, obtained by different PIV analyses. a. Exp-1rpm. b. Exp-5rpm. To avoid overlaps 

with the 'xu  profiles, the zu  profiles are shifted by the constant -0.5 

This finding is not in contradiction with that observed in the upper region. In fact, it should be noted that, before 

transformation (5), the PIV velocities were calculated in the fixed frame Oxyz and are negative in this zone owing to the 

drum rotation. Hence, also in this region the employment of a coarser IW causes an underestimation of the absolute 

velocities. The differences become more subtle among the 'xu  profiles obtained by using finer IWs in the last pass, 

indicating that an asymptotic profile is approached. Analogous remarks can be drawn by comparing the zu  profiles: the 

maximum value of zu  nearest the free surface is better captured by the analyses with a spatial refinement of ≈1/2d-1/4d, 

while all PIV analyses accurately yield 0zu »  in the lower region. These findings highlight the importance of the multi-

pass approach, allowing the required spatial refinement without information loss for large displacements. Moreover, 

different from that suggested e.g. by Gollin et al. (2017), it clearly emerges that the employment of a IW smaller than 1d in 

the last pass is feasible and also highly advisable for PIV accuracy. Yet, the spatial refinement alone is not sufficient to 
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provide the best accuracy. In fact, from Fig. 3 it appears that even the most refined analysis, PIVlab-4, slightly 

overestimates 'xu  in the lower almost static zone. The most accurate result at the bed is obtained by PIVlab-6, which uses 

a 1st pass IW of size ≈4d and, consequently, a coarser 4th pass IW (≈1/2d). Such a large IW in the 1st pass yields superior 

results probably due to the higher number of particles considered in the 1st cross-correlation. In this regard, the 

employment of a large enough IW in the 1st pass of a g-PIV analysis guarantees a minimum particle density, analogous to 

the well-known guideline for classical PIV indicating a tracer' density of ≈5-10 particles/IW (Adrian and Westerweel, 

2011). Also the analysis PIVlab-5 with a 1st pass IW of ≈3d yields an estimation near the bed slightly better than PIVlab-

4. In the light of these findings the employment of a IW of size ≈3d-4d in the 1st pass is advisable. Since the motion of the 

grains in the lower static zone is rigid with the drum, the time-averaged velocities, , 0x measured z
u

»
, estimated by PIV nearest 

the basal surface in the fixed frame Oxyz, could be quantitatively compared with the linear velocities of the drum 

independently measured. It is worth underlining that, owing to the PIV spatial discretization, the PIV measurements 

closest to the bed are located at a distance *z  from the bed equal to 50% of the IW size in the last pass. Thus, for an 

appropriate comparison also the reference linear velocity is calculated at the same *z  by ( )( )*
ˆ 2 *x z
u R zp= W - . All the 

measurements, , *x measured z
u , are reported in Tab. 3 together with 

*
ˆ

x z
u  and the error, ,* **

ˆ
x x measured xz zz

u u uD = - . According 

to that already observed, the best agreement is achieved by PIVlab-6, with errors of 0.011 and 0.059 pixel/frame for Exp-

1rpm and Exp-5rpm, respectively. These errors are close to the PIVlab theoretical random error of ≈0.02 pixel/frame. Also 

PIVlab-4 and PIVlab-5 yield reasonably good results, while the errors by other PIV analyses rapidly increase with 

coarsening spatial resolution (up to 0.6 pixel/frame in the worst case of PIVlab-1). 

Tab. 3 Comparison of the time-averaged PIV measurements (in the fixed frame of reference Oxyz) nearest the basal 
surface ( *z z= ) and the reference linear velocities 

 PIV 
Analysis 

*z d  
, *x measured z

u

[m/s] 

, *x measured z
u  

[pixel/frames] 
*

ˆ
x z

u  

[m/s] 
*

ˆ
x z

u  

[pixel/frame] 
*x z

uD  

[m/s] 
*x z

uD  

[pixel/frame] 

E
x

p
-1

rp
m

 PIVlab-1 1.03 -0.034 -0.167 -0.0654 -0.3173 0.0309 0.150 
PIVlab-2 0.52 -0.051 -0.249 -0.0655 -0.3178 0.0141 0.069 
PIVlab-3 0.26 -0.056 -0.271 -0.0655 -0.3181 0.0096 0.047 
PIVlab-4 0.15 -0.059 -0.285 -0.0656 -0.3182 0.0068 0.033 
PIVlab-5 0.21 -0.061 -0.296 -0.0656 -0.3181 0.0045 0.022 
PIVlab-6 0.26 -0.063 -0.307 -0.0655 -0.3181 0.0023 0.011 

E
x

p
-5

rp
m

 PIVlab-1 1.03 -0.180 -0.874 -0.3058 -1.4840 0.1257 0.610 
PIVlab-2 0.52 -0.229 -1.111 -0.3063 -1.4866 0.0773 0.375 
PIVlab-3 0.26 -0.260 -1.262 -0.3066 -1.4879 0.0465 0.226 
PIVlab-4 0.15 -0.269 -1.306 -0.3067 -1.4884 0.0376 0.183 
PIVlab-5 0.21 -0.287 -1.392 -0.3067 -1.4881 0.0199 0.097 
PIVlab-6 0.26 -0.294 -1.429 -0.3066 -1.4879 0.0122 0.059 

Another crucial aspect to be investigated is the capability of the PIV approach of well estimating the granular temperature, 

T. Since yu  is inaccessible from the sidewall video recording, in this experimental setup, some assumption about 2
ys  

should be made. Following Jesuthasan et al. (2006), here we assumed that 2 2
y zs s» . By also assuming the ergodicity of the 

system (cf. Sec. 2), the following formula will be employed here and hereafter 

 ( ) ( )2 21
2

3
x zT z s s= + . (6) 

The profiles of the dimensionless granular temperature, T gd , are reported in Fig. 4. For all PIV calculations such 

profiles are strictly increasing with z and exhibit a roughly exponential shape in the moving layer, which is in good 

agreement with other measurements of T available in literature (e.g. Jesutahsan et al., 2006; Chou and Lee, 2009; Chou et 

al., 2016). As mentioned in Sec. 2, T is affected by two kinds of errors: 1) random errors propagated through the quadratic 
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operator; 2) averaging errors, i.e. systematic underestimations due to PIV spatial averages. First of all, it is worth noting 

that the coarsest PIV analyses, PIVlab-1 and PIVlab-2, unrealistically overestimate T in the almost static lower region of 

Exp-5rpm (Fig. 4(b)). It reveals that for these analyses random errors prevail over averaging errors in the lower region. An 

analogous overestimation of T by PIVlab-1 and PIVlab-2 is also observed nearest the free surface of Exp-5rpm. Also in 

this case such a behavior is caused by the dominance of random errors over averaging errors, especially considering that 

PIV estimations obtained from coarse IWs are probably less accurate closest to the free surface, due to grain saltations. 

 

Fig.4 Profiles of the granular temperature: a. Exp-1rpm, b. Exp-5rpm 

Differently, in the rest of the profiles the general trend is that T slightly increases with the spatial refinement. This behavior 

is clearly due to decreasing averaging errors. However, it should be signaled that the rate of increase of T with the PIV 

spatial resolution is much lower than that predicted by (4) under the assumption of no-correlation of instantaneous 

velocities, and further decreases for IWs smaller than 1d. Thus, the mere employment of the amplification formula, 

*T nT= , reported in Sec. 2, appears inappropriate for the investigated PIV spatial resolutions (≈2d-1/4d). These findings 

confirm that, according to the theory by Reynolds et al. (2008), a high correlation exists in a neighborhood of ≈1d, due to 

the correlation of particles with themselves. On the other hand, in agreement with the experimental findings by Pouliquen 

(2004), some correlated motion on length scales larger than ≈1d seems to occur in the investigated flow regime. These 

correlations are clearly beneficial for the accuracy attainable by PIV. These results suggest that a multi-pass PIV approach 

is capable of proper T estimations, as long as the size of the IW in the last pass is of order of ≈1d-1/2d. Moreover, it is 

reasonable to speculate that the most accurate estimation of T can be achieved by refining the IW as much as possible. Yet, 
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the T profile calculated with the finest analysis, PIVlab-4, exhibits unphysical noise in the lower almost static region. Such 

a noise is clearly due to increasing random PIV errors, in turn caused by the low resolution of the camera sensor compared 

to the last-pass IW (5 pixels). We anticipate that also in the other experiments, performed on different granular media, we 

observed similarly noisy T profiles, if a IW of few pixels was employed. Hence, it is clear that the maximum refinement, 

allowable for reliable T estimations, is limited by the camera resolution. 

3.2 Chute flows of Ottawa sand 

The second series of experiments concerned chute flows of Ottawa sand and was carried out at the National Cheng Kung 

University (Taiwan). Different from the previous investigation, no independent velocity measurements are available here. 

Conversely, the measurements by PIVlab could be compared with those obtained by the commercial PIV code, IDT 

ProVISION-XS (ver. 3.11). The laboratory apparatus is composed of a 140cm-long Perspex flume with a rectangular cross 

section of width W=4cm and adjustable inclination. The upper part of the chute is used as reservoir and is connected to the 

lower part by a 5cm-high gate located close to the bed. The granular material consists of Ottawa sand (ASTM C-778 

20/30), a well-sorted round shaped silica sand with mean diameter 47.25 10 md -= ×  and an angle of internal friction 

34j » °  (Tai and Kuo, 2008; Sarno, 2013a). To improve the quality of PIV analysis, ≈10% of the sand was dyed with a 

black alcohol-based ink. For each run a constant amount of sand (≈6.7 kg) was loaded into the reservoir and, then, let flow 

down through the gate. In all experiments, the flow achieved the steady state for several seconds (e.g. Nedderman et al. 

1982; Sheng et al., 2011). A frame of reference Oxyz with origin at the gate and x-axis parallel to the flume down-slope is 

considered. The steady flow was video-recorded by the same high-speed camera of Sec. 3.1. As well, the same camera 

parameters were used: frame rate of 2 kHz, shutter time of 100μs , lens aperture of f/2. The camera was placed aside the 

chute at a distance of ≈25cm from the side wall, centered at the cross section under study x=20cm. The scale of the 

pictures is 1d≈11pixels. The illumination of the ROI was guaranteed by the same LED lamp of Sec. 3.1, located aside the 

chute ≈30cm far from the investigated cross section. A sketch of the apparatus is reported in Fig. 5. As shown in Fig. 5(c), 

the sand, different from glass spheres, exhibits a distinguishable sub-grain pattern, which is beneficial for the PIV analysis. 

Yet, some glares were occasionally observed on the grain surfaces. To reduce such glares, a thin film of paper was placed 

in front of the lamp with the result of slightly dampening the luminous flux. 

 

Fig. 5 a. Sketch of the laboratory chute, b. Cross section (y-z view), c. Example picture of the ROI centered at x=0.20m 
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Various inclination angles a  were investigated so that various flow regimes, from quasi-static to dense collisional 

(G.D.R. Midi, 2004), could be observed. From the whole dataset, detailedly reported by Sarno (2013a), four experiments 

are selected here for PIV comparisons (Tab. 4). All PIV analyses are listed in Table 5. The first PIV analysis was carried 

out by using the commercial code, IDT ProVISION-XS, where a standard single pass cross-correlation is employed. Since 

the bulk density of the granular medium varies in time, i.e. the granular flow cannot be regarded as incompressible fluid, 

the validation algorithm of the IDT code, exploiting the density-preserving assumption, was cautiously disabled (for more 

details see IDT Vision User manual, 2011). Analogous to the previous investigation, a sequence of 2000 frames, from a 

time interval of 1s in the steady state, was analyzed. All the analyses employed a 1st pass IW of size 32pixels≈3d. This 

size was preliminarily verified to be ≈4x the maximum displacement, so that loss-of-pair issues are avoided. Due to the 

small size of the sand grains and the resolution of the camera sensor, the highest PIV refinement achievable here was only 

≈1/2d (PIVlab-10). The time-averaged velocity profiles are reported in Fig. 6. Before proceeding to comparisons, it is 

worth noting that xu  exhibit various shapes depending on the flow regime, which are in sound agreement with that 

observed by Sarno et al. (2018) on similar chute flows. In the runs with small inclination angle and high flow depth (Exp-

28 and Exp-31), analogous to that observed in rotating drum, a stratified profile with a lower exponential tail occurs. As 

the chute inclination increases, the lower exponential tail gradually fades out (Exp-34) till the xu  profile becomes 

approximately linear (Exp-40). All the PIV analyses, including the one by IDT, capture the same trend of xu  and also 

0zu »  at the bed is correctly described. 

Tab. 4 List of experiments of chute flows of Ottawa sand 
Run a  h/d [m] 

Exp-28 28° 42.4 
Exp-31 31° 34.0 
Exp-34 34° 25.0 
Exp-40 40° 20.9 

Tab. 5 List of the PIV analyses on chute flows of Ottawa sand 
PIV Analysis Employed interrogation windows Overlap 

IDT Single pass, IW: 32x32 pixels 16 pixel (1.46d) 
PIVlab-7 Single pass, IW: 32x32 16 pixel (1.46d) 
PIVlab-8 Two pass, IWs: 32x32, 16x16 8 pixel (0.73d) 
PIVlab-9 Three pass, IWs: 32x32, 16x16; 12x12 6 pixel (0.55d) 

PIVlab-10 Four pass, IWs: 32x32, 16x16; 12x12, 6x6 3 pixel (0.27d) 

Minor discrepancies among different PIV analyses are observed along the flow depth, especially near the free surface, 

where the flow velocities are larger and more difficult to be measured due to grain saltations. The general trend of all the 

analyses is substantially analogous to that already found in rotating drum experiments: a systematic underestimation of 

both xu  and zu  is observed if a coarser IW is employed in the last pass (e.g. PIVlab-7 vs. PIVlab-10). Yet, it should be 

noted that the differences between different PIV analyses (especially as regards the most refined ones) are smaller than 

those observed on glass spheres, which is probably due to better optical properties of Ottawa sand. The PIV calculation, 

IDT, obtained by the commercial code IDT proVISION-XS, performs very similarly to PIVlab-7, carried out with the 

same PIV settings (i.e. single-pass and IW size of 32pixels). Conversely, the multi-pass PIVlab analyses (PIVlab-8, 

PIVlab-9 and PIVlab-10) seem capable of delivering better estimations of the flow velocities, thanks to the higher spatial 

resolution and consequently smaller averaging errors. It especially holds closest to the free surface, where the velocity 

fluctuations due to grain saltations can be well-captured only by using a PIV spatial resolution equal or finer than ≈1d. 

Though in this experimental campaign we could not compare the PIV measurements with independent velocity 

measurements, in the light of the previous results in rotating drum, it is reasonable to speculate that the finest analysis 
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PIVlab-10 yields the best time-averaged velocity estimations along the entire flow depth, h. Hence, the 2 -norm of the 

velocity differences, ( ) ( )( )
1 22 2

2 x zu uD = D + Du , were calculated for the various PIV analyses with respect to PIVlab-10. 

 

Fig. 6 Time-averaged velocity profiles, obtained by different PIV analyses a. Exp-28, b. Exp-31, c. Exp-34, d. Exp-40 

As an example, the 
2

Du  profiles, related to the runs Exp-28 and Exp-40, are reported in Fig. 7 in pixel/frame units, so as 

to ease comparisons with other experiments employing different camera settings. Fig. 7 shows that, while the lower slowly 

moving region is equally captured by all PIV analyses, larger differences occur near the free surface, where the flow 

velocities are larger. In agreement with the findings in rotating drum, 
2

Du  increases with increasing size of the IW in the 

last pass. The depth averages of 
2

Du  along h are summarized in Tab. 6 for all runs. The fact that for coarse analyses 

(IDT and PIVlab-7) such values are much larger than the random error of PIVlab under ideal conditions (0.02 pixel/frame) 

further highlights the importance of the multi-pass approach which allows the proper spatial refinement. On the other 

hand, the averaged 
2

Du  for the finer analysis, PIVlab-9, is very small (≈0.01-0.05 pixel/frame), suggesting that a PIV 

resolution of ≈1d is probably adequate for getting reliable estimations of the time-averaged velocities. 
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Fig. 7 
2

uD , calculated with respect to the most refined analysis, PIVlab-10: a. Exp-28, b. Exp-40 

Tab. 6. Depth averages of ( ) ( )( )
1 22 2

2 x zu uD = D + Du , calculated with respect to the most refined analysis, PIVlab-10 

 PIV 
Analysis 

Avg. 
2

Du  

[pixel/frame] 

Avg. 
2

Du  

[m/s] 

E
xp

-2
8

 IDT 0.0152 0.0020 
PIVlab-7 0.0220 0.0029 
PIVlab-8 0.0070 0.0009 
PIVlab-9 0.0046 0.0006 

E
xp

-3
1 IDT 0.0890 0.0116 

PIVlab-7 0.0527 0.0068 
PIVlab-8 0.0237 0.0031 
PIVlab-9 0.0134 0.0017 

E
x

p
-3

4 IDT 0.1362 0.0179 
PIVlab-7 0.2593 0.0341 
PIVlab-8 0.0641 0.0084 
PIVlab-9 0.0334 0.0044 

E
xp

-4
0

 IDT 0.2599 0.0340 
PIVlab-7 0.1884 0.0246 
PIVlab-8 0.0432 0.0056 
PIVlab-9 0.0557 0.0073 

Similar to the previous investigation, let us proceed now to discuss the granular temperatures profiles, obtained by 

different PIV analyses (Fig. 8). Firstly, Fig. 8 shows that the T profiles of experiments Exp-28 and Exp-31 are very similar 

to those already found in the rotating drum geometry. Differently, in Exp-34 and Exp-40, characterized by a different flow 

regime (cf. Fig. 6) a slightly different shape is observed. As expected, the T profiles by PIVlab-7 and IDT, employing the 
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same IW, are very similar and exhibit the lowest values among all the PIV analyses, clearly due to averaging errors. Yet, 

some discrepancies between these two T profiles arise in Exp-34 and Exp-40, where the estimations by PIVlab-7 are 

higher than those by IDT. This behaviour is probably due to slightly larger random errors of the open source code 

compared to the commercial code. As regards the other profiles, in agreement with that observed in Sec. 3.1, it is found 

that T generally increases when the IW in the last pass is refined (e.g. cf. PIVlab-7 vs. PIVlab-8). This trend confirms the 

dominance of the PIV averaging errors over random errors, and is only occasionally reversed near the free surface (e.g. 

Exp-31), where larger random errors due the fluctuation of the free surface affect the coarse PIV analyses more than the 

fine ones. Nonetheless, analogous to that observed in Sec. 3.1, such an increase of T is rather weak, indicating strong 

correlation of the instantaneous velocities in the range of investigated IWs (≈0.5d-3d). Finally, it is evident from Fig. 8 that 

the T profile, obtained by the most refined analysis, PIVlab-10, exhibits some noise. This behaviour, analogous to that 

already observed in the previous experimental campaign (cf. PIVlab-4), is due to random errors and is clearly unphysical, 

especially considering that in the lower almost static region of Exp-28 the fluctuation velocities are certainly very small. 

Once again, it is evident that the culprit of this noise is the extreme smallness of the IW (6 pixel) compared to the 

resolution of the camera. In the light of these findings on Ottawa sand, the smallest allowable IW size seems to be 

somehow greater than 6 pixels. Interestingly, this lower limit for the PIV resolution, in agreement with that found in the 

previous investigation, seems to be independent from the size and the optical properties of the granular material. 

 

Fig. 8 Profiles of the granular temperature, obtained by different PIV analyses a. Exp-28, b. Exp-31, c. Exp-34, d. Exp-40 
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3.3 Chute flow of acetalic copolymer (POM) beads 

In order to test the PIV approach under various experimental conditions, a further campaign on chute flow, carried out at 

the University of Salerno (Italy), is reported. The flume is analogous to that reported in Sec. 3.2, while the granular 

material was chosen intentionally different. The apparatus, identical to that employed by Sarno et al. (2018), consists of a 

2m-long Perspex chute with a 8cm-wide cross section and has an inclination angle of 30°. Similar to the apparatus of Sec. 

3.2, an upper reservoir is connected to the flume by a 5cm-high gate, located close to the basal surface. In order to 

investigate a no-slip KBC, the flume basal surface was lined with a coarse sandpaper (grit P40 FEPA/ISO 6344, avg. 

particle diameter 425μm). The instrumentation, slightly different from previous investigations, consisted of a monochrome 

high-speed camera, mod. AOS S-PRI, capable of video-recording up to 1000fps with a spatial resolution of 1024x1024 

pixels and 8-bit pixel depth, and of a flickering-free LED lamp, mod. Photo-Sonics MultiLED-LT (≈8000 lumens). The 

camera, equipped with a lens of focal length 25 mm (mod. Pentax B2514D), was placed aside the flume at a distance of 

≈40cm from the side wall and was centered at the investigated cross section ( 0.2m=x  downstream the gate). Analogous 

to the previous experiments, the LED lamp was placed aside the flume at a distance of ≈30cm. The spatial scale of the 

images is 1 15.6pixelsd » . According to the specifications of the camera, the acquisition frequency was set to 1000fps, 

instead of 2000fps as in the previous investigations. The camera shutter time and the lens aperture were set to 150μs and 

f/4, respectively. The employed granular material consists of poorly-disperse matte-white spheroidal beads, made of the 

(POM) acetal copolymer, and exhibit a mean diameter of 3.3mm, a relative standard deviation of d of 5% (Sarno et al., 

2016) and an internal angle of friction ≈27° (Sarno et al., 2011b; Sarno et al., 2013b). A picture showing the optical 

properties of the granular medium is reported in Fig. 9. Neither dye nor different colors of grains were employed here. 

These more restrictive conditions, together with the fact that the POM beads exhibit weaker sub-grain textures than Ottawa 

sand, render this test more challenging for PIV. Nonetheless, it can be noted from Fig. 9 that the POM beads are less prone 

to occasional glares thanks to their matte-reflective surface, which conversely slightly helps the PIV cross-correlation. 

 

Fig. 9 Picture of the POM material, taken by the high-speed camera AOS S-PRI at the side wall of the flume 

In the reported experiment, hereafter referred to as Exp-POM-30, 2000 images, taken from a time interval of 2s within the 

steady state, were analyzed by PIVlab, so that 1000 instantaneous velocity measurements are obtained. In the investigated 

time interval the flow depth was found equal to ≈9.5d. Different PIV settings were studied (Tab. 7). Similar to the 

investigation in the rotating drum (cf. Sec. 3.1), the first series of tests (from PIVlab-11 to PIVlab-14) employed a 1st pass 

IW of size ≈2d (i.e. 32pixels). As well, in the second series of PIV tests, larger IWs were investigated in the 1st pass: i.e. 

≈4d and ≈8d for the tests PIVlab-15 and PIVlab-16, respectively. The time-averaged velocity and granular temperature 

profiles are reported in Fig. 10, where the inset Fig. 10(b) shows the PIV-estimated velocities closest to the basal surface. 

First of all, it is evident that all PIV analyses well capture the same approximately linear shape of xu , which is similar to 

the xu  profile of Exp-40 involving Ottawa sand. It might be surprising that here, despite the no-slip basal KBC, the PIV 
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estimation nearest to the basal surface is greater than zero. However, as extensively discussed by Sarno et al. (2018), this 

finding is essentially due to basal grains’ rolling, made possible by the low roughness of the sandpaper compared to the 

grain diameter. The zu  profile, which is ≈0 along the flow depth, is equally captured by all PIV tests. 

Tab. 7 List of the PIV analyses on chute flow of POM beads (Exp-POM-30) 
PIV Analysis Employed interrogation windows Overlap 

PIVlab-11 Single pass, IW: 32x32 16 pixel (≈1d) 
PIVlab-12 Two pass, IWs: 32x32, 16x16 8 pixel (≈0.5d) 
PIVlab-13 Three pass, IWs: 32x32, 16x16, 8x8 4 pixel (≈0.25d) 
PIVlab-14 Four pass, IWs: 32x32, 16x16, 8x8, 4x4 2 pixel (≈0.13d) 
PIVlab-15 Four pass, IWs: 64x64, 32x32; 16x16; 8x8 4 pixel (≈0.25d) 
PIVlab-16 Four pass, IWs: 128x128, 64x64, 32x32; 16x16 8 pixel (≈0.5d) 

 

Fig.10 Sidewall profiles of the chute flow experiment, Exp-POM-30 a. Time-averaged flow velocities, b. Inset plot of 

( ) ( )
0.5

0x z
u gd

»
, c. Granular temperatures 

As expected, Figs. 10(a)-(b) show that also in this case the single pass analysis, PIVlab-11, noticeably underestimates the 

flow velocities, with the maximum discrepancy being observed closest to the free surface. Moreover, it is confirmed that 

the estimated flow velocities slightly increase as the IW is refined and rapidly tend to an asymptotic profile. In agreement 

to that already observed in Sec. 3.1, it is also confirmed that the employment of a larger IW (PIVlab-15 and PIVlab-16) in 

the 1st pass yields a slight additional increase of the estimated flow velocities (cf. Fig.10(b)). Yet, it should be noted that 

no further improvement (with respect to PIVlab-15) is achieved by using an extremely large 1st pass IW of size ≈8d 
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(PIVlab-16). On the contrary, PIVlab-16 is slightly worse than PIVlab-15, due to the coarser spatial resolution in the last 

pass. To this regard, it is worth underlining once again that a fine PIV mesh of 1d or even smaller is highly advisable to get 

reliable velocity measurements at the boundaries of the flow domain and especially near the free surface. 

As shown by Fig. 10(c), all the T profiles, obtained by different PIV analyses, basically follow the same trend, where T 

increases with z. Such a trend is analogous to that already observed in the experiments Exp-34 and Exp-40, characterized 

by similar xu  velocity profiles (cf. Figs. 7-8). As expected, the estimated T typically increases, if the last-pass IW is 

refined. An exception of this trend is represented by the analysis, PIVlab-14, which exhibits a strong increase of T, 

compared to PIVlab-13, and a jagged noisy profile. In the light of the previous findings, such T estimations appear affected 

by large random errors, in turn caused by a too small IW in the last pass (≈4 pixels). Finally, it is interesting to note that 

the T profiles by PIVlab-12 and PIVlab-16 are very similar and also those ones by PIVlab-13 and PIVlab-15 match each 

other quite closely. It indicates that the PIV estimation of T is chiefly governed by the IW size in the last pass, while it is 

practically insensitive to the IW size employed in the 1st pass or to other PIV settings (e.g. the number of PIV passes). 

These findings, in good agreement with the previous ones, corroborate the reliability of the proposed multi-pass PIV 

approach and indicate that, even without optical treatments to the grain material (e.g. dye), robust PIV measurements of 

time-averaged velocities and granular temperature are feasible. 

3.4 Scaling of the granular temperature with the PIV resolution 

The overall behaviour of the estimated granular temperatures, depending on the size of IW in the last pass, is briefly 

summarized. For each experiment and PIV setting the following depth-averaged granular temperature, avgT , was calculated 

 
( )

( )
21

2

h d

avg
k

T T z dz
h d k

-

=
- - ò , (7) 

where k represents the z-coordinate below which 0.1xu gd <  (conversely, k is set equal to 0 if 0.1xu gd >  

everywhere). The cut-off for z<k and z>(h-2d) is here considered so as to neglect non-significant/unreliable estimations of 

T, located in the almost static lower region and close to the free surface. In order to compare all T measurements together, 

each avgT  value was normalized by a reference value, ,avg refT , chosen equal to the value obtained in the same experiment 

by using the last-pass IW of size ≈1/2d (i.e. by analyses PIVlab-3, PIVlab-10 and PIVlab-15 in the three series of 

experiments). All data were synthetically reported in Fig. 11, in which the x-axis represents the size of the last-pass IW. In 

Fig. 10 the theoretical curves, obtained under the hypotheses of full and no-spatial correlation of the instantaneous 

velocities (cf. Sec. 2), are also reported. Almost all points lie between the two theoretical lines, excepting for few data at 

the left-hand side of the reference point, corresponding to finer PIV analyses affected by noise. Due to PIV averaging 

errors, a general decreasing trend of avgT  with increasing IW size is observed with a relatively low scatter, which is rather 

surprising considering the vast heterogeneity of experiments and flow regimes investigated. Yet, as already underlined, 

such a decrease of avgT  is noticeably weaker than that expected under the hypothesis of no-correlation. It suggests that 

some correlation between contiguous velocity measurements occurs even at length scales much larger than 1d. As already 

remarked, this behaviour, which merits further investigation from the viewpoint of physics, is clearly beneficial for the 

accuracy achievable by a PIV approach in estimating the granular temperatures. 
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Fig.10 Normalized depth-averaged granular temperatures versus the size of the last-pass IW 

4 Conclusions 

The multi-pass PIV approach to granular flows is investigated by employing the free open-source code PIVlab. Three 

granular materials (glass spheres, Ottawa sand and POM beads) in two different flow geometries (rotating drum and chute 

flows) are involved in this study. The effects of the IWs sizes to PIV estimations are systematically investigated, so that a 

reliable PIV setting in measuring the time-averaged velocity and granular temperature could be identified. In rotating drum 

experiments, the controlled rotating speed allowed the assessment of the absolute accuracy of PIVlab. The minimum errors 

near the basal surface (≈0.01-0.06 pixel/frame), obtained by using the best PIV setting (i.e. 4 passes and IW sizes of ≈4d-

2d-1d-1/2d), are found only slightly larger than the PIVlab random error under ideal conditions (≈0.02 pixel/frame). 

Conversely, much larger errors arise in case of sub-optimal PIV settings. In chute flows of Ottawa sand, the commercial 

code IDT ProVision-XS and PIVlab, operated with identical settings (i.e. single-pass mode), yield comparable estimations 

of time-averaged velocities and granular temperatures. Yet, when more than one PIV pass is employed, PIVlab appears to 

provide superior results in terms of both accuracy and spatial resolution. While in the first two campaigns specific 

pretreatments were undertaken for enhancing the grains' optical properties, the investigation on POM beads, where no 

pretreatment was employed, provides further solid evidence of the robustness of the proposed multi-pass PIV approach. 

A clear and unique trend is observed in all experiments. Owing to PIV spatial averages, the coarser the IW in the last pass, 

the larger is the underestimation of both time-averaged velocities and granular temperatures. Thus, the critical importance 

of a high spatial refinement (of order of ≈1d or finer), which can be straightforwardly achieved by the multi-pass approach, 

clearly emerged. As well, it is observed that a sufficiently large 1st pass IW, encompassing a minimum number of grains, 

is crucial to get the most accurate estimation of the flow velocities. To this regard, the optimal size of the 1st pass IW is 

found to be ≈3d-4d, while an even larger IW is unnecessary. This requirement is typically more restrictive than the 

classical guideline for avoiding loss-of-pair issues, which prescribes a IW ≈4x larger than the maximum displacement. 

The PIV estimations of the granular temperature, T, are in substantial agreement with the theory by Reynolds et al. (2008) 

where finer PIV analyses are expected to better approximate the true local value of T, by yielding progressively larger 

estimations. Yet, the rate of increase of T estimations is found to be much lower than that theoretically expected by 

assuming fully uncorrelated instantaneous velocities. It indicates the existence of strong spatial correlations among 

contiguous instantaneous velocities. While on length scales up to ≈1d the correlations of grains with themselves are 
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expected to be relevant (Reynolds et al., 2008), on length scales larger than 1d, grains' correlated motion, depending on 

non-local dissipation mechanisms, probably arise. Clearly, both correlations mechanisms are beneficial for the estimation 

of T by the multi-pass PIV approach, which appears reliable as long as the spatial refinement is equal or finer than ≈1d. 

Finally, noticeable noise of T profiles is systematically observed, when the size of the last-pass IW becomes smaller than 

few pixels. Such a noise is caused by the deterioration of the PIV cross-correlation due to the limited resolution of the 

camera sensor. In the whole investigated dataset a lower limit for the PIV refinement is found equal to ≈6-7pixels. 

Remarkably, such a limit is not only independent from the size and optical properties of the granular medium but also from 

the flow dynamics. 

In the light of all above considerations a general guideline for g-PIV applications emerges. Reliable PIV estimations 

appear achievable by fully employing the PIVlab multi-pass capabilities and IW sizes of ≈4d-2d-1d-1/2d, provided that the 

aforementioned requirements about loss-of-pair issues and the minimum size of the last-pass IW in terms of pixels are 

fulfilled. 
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Appendix 

The statistical approach by Reynolds et al. (2008) for assessing the bounds, between which the PIV estimation of the 

granular temperature varies with the size of the interrogation window, is concisely reported here. Let us consider a velocity 

field ( ),tu x  varying in space x  and time t. For the sake of simplicity, the subsequent calculations will be derived for a 

uniform flow, where the sole x-component ( ),xu tx  is non-null. Analogous considerations also hold for three-dimensional 

flows. Let us assume that the velocity field is discretized in M spatial sub-regions ( ,1 ,2 ,, ,x x x Mu u u ) per unit area, and K 

time points (i.e. in any i-th spatial sub-region several measurements are taken at different times 

( ) ( ) ( ), 1 , 2 ,, , ,x i x i x i Ku t u t u t ). For each i-th spatial sub-region the following statistics can be written 

 ( ), , ,
1

1 K

x i x i k x i
k

u u t E u
K =

é ù= = ë ûå , (A1) 

 ( )( ) ( )
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, , , ,
1

1 K

i x i k x i x i x i
k

u t u E u u
K

s
=

é ù= - = -ê úë ûå , (A2) 

 ( )( ) ( )( ) ( )( ), , , , , , , , ,
1

1 K

i j x i k x i x j k x j x i x i x j x j
k

u t u u t u E u u u u
K

s
=

é ù= - - = - -ë ûå , (A3) 

where the symbol [ ]E  represents the mathematical expectation operator. The first quantity, ,x iu , is the time-average; the 

second one, 2
is , is the second-order statistics, i.e. the variance of ( ),x iu t  in the investigated time interval, while ,i js  is the 

covariance between the flow velocities measured in two different spatial regions i and j. The correlation function is defined 

as ( ), ,i j i j i jr s s s= . Assuming spatial homoscedasticity, it follows that 1 2 Ms s s= = = . By assuming also the 

ergodicity of the process, the estimated granular temperature at any i-th sub-region, is given by 

 ( )
2' 2 2 2 2

, 1 2 .i x i i MT u s s s s= » = = = =  (A4) 
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Clearly ( )T T M=  is function of the size of the spatial sub-regions and, consequently, of their number, M, per unit area. 

In fact, the coarser is the spatial discretization the more the estimated instantaneous velocities, ( ),x iu t , are dampened by 

the spatial average, which acts as a low-pass filter. If the spatial resolution M is high enough compared to the size of the 

grain particles, ( )T M  tends to the true local value of the granular temperature. Thanks to Eq. (A4), the correlation 

function, ,i jr , can be rewritten as ( ), ,i j i j T Mr s= . 

Considering now a unique spatial region containing all the M sub-regions, any velocity measurement at any time-point jt  

can be merely calculated as the average of the M previous velocities, ( ) ( ) ( ) ( )( ),1 ,2 ,x j x j x j x M ju t u t u t u t M= + + + . By 

using Eqs. (A1)-(A2)-(A3), the statistics related to this larger spatial region can be written as 

 ( ), ,1 ,2 ,
1

1 1M

x x i x x x M
i

u u E u u u
M M=

é ù
= = + + +ê ú

ë û
å , (A5) 
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 (A6) 

where 1/M clearly is the ratio between the area of the former finer spatial discretization and that of the latter coarser one. 

Eq. (A6) quantitatively relates the granular temperatures, calculated by PIV on different spatial discretizations. From (A6) 

it follows that ( ) ( )T A T B£ , if A B< , i.e. as the grid is refined. In the ideal case of no spatial correlation between 

measurements in the M contiguous sub-regions, 

 
,

1

0
i j

i j

i j
r

=ì
= í

¹î
, (A7) 

therefore, a linear relationship holds: ( ) ( ) ( )1 1T M T M= . Conversely, in the other limiting case of full spatial correlation, 

, 1i jr =  for any (i,j) and, consequently, ( ) ( )1T T M= . In real granular flows the estimated T scales as a function of the 

PIV spatial resolution somewhere between these two limiting conditions, depending on the term ,
1

M M

i j
i j

r
=

åå , which, 

however, cannot be evaluated a priori. In fact, the magnitude of spatial correlations of the flow velocity and their length 

scale may depend on the flow dynamics. In the quasi-static and dense-collisional regimes the length scale of such 

correlations could be larger than one particle diameter (e.g. Komatsu et al., 2001; Pouliquen, 2004); conversely, in a purely 

collisional flow the motion of grains is expected to be chiefly uncorrelated. However, even if the velocity fluctuations of 

distinct grain particles are completely uncorrelated, there is always some correlation between contiguous IWs. In fact, as 

underlined by Reynolds et al. (2008), the motion of the same particle might be detected in contiguous interrogation 

windows, which implies some degree of correlation among contiguous PIV measurements. Based on purely geometrical 

arguments, Reynolds et al. (2008) showed that the correlation function of a perfectly circular particle (of diameter d) with 

itself rapidly drops to 0 for distances greater than 1d and can be roughly approximated by a linearly decreasing function, 

( ) 1s s dr » - , of the separation s from the particle. 
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