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Abstract

The anisotropic field effect mobilities of four prototypical semiconducting materials,

i.e. single crystals of pentacene, tetracene, picene, and rubrene, are evaluated by using

the hopping model with time averaged rates obtained at the second-order cumulant

(SOC) expansion of the time dependent reduced density matrix. It is shown that the

SOC approach allows for correcting the two known failures of the hopping mechanism:

the highly overestimated mobilities provided by the Fermi Golden Rule and the incorrect

temperature dependence predicted by the semiclassical Marcus approach.

Introduction

Molecular electronics should hopefully lead toward making small-sized flexible devices, con-

stituted by less expensive and easy to handle materials. Organic semiconductors have the

properties to fit these requests: with respect to their inorganic counterparts, they can be

processed at lower temperatures, exhibit good mechanical properties such as high flexibility

and strength; furthermore, their chemico-physical properties can be easily tuned by us-

ing different functional groups.1–3 Organic materials are currently used in organic field-effect

transistors (OFET),4 organic light emitting diodes (OLED),5 and organic solar cells (OSC).6

Even though research in this field is still very active, progresses have been somewhat slowed

down by the limited understanding of the charge transport properties of organic materials.

Indeed, there is still debate about the most appropriate theoretical approach to model charge

transport in organic semiconductors, especially for high-mobility molecular semiconductors,

which exhibit mobilities larger than ≈ 1 cm2V−1s−1. Since organic molecular crystals are

only weakly bound by van der Waals interactions, lattice vibrations play a more important

role in organic than in inorganic materials.7,8 The occurrence of vibrational effects makes

neither the hopping nor the band-like mechanism adequate for treating charge transport

in organic semiconductors.7,9–14 On one hand, hopping, usually used in conjunction with

rate constants obtained by Marcus theory, predicts a thermally activated mechanism not
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fully consistent with experimental observations.15 On the other hand, a genuine band-like

mechanism is ruled out by the short mean free path observed in OFET.16

Several alternative models have been proposed, based on Ehrenfest dynamics,17 modified

surface hopping,18 open quantum systems dynamics,19 many-body physics methods20 relying

both on model Hamiltonians21 and realistic chemical models.13,14,22–24 According to a recently

proposed theoretical approach, the unavoidable disorder in real crystals leads to a “transient

localization” which would severely slow down carrier mobility. nevertheless, time fluctuations

of crystal disorder may still activate charge diffusion.16,25

However, both theoretical estimations11 and experimental measurements26 of mobility

carried out at different temperatures show that the hopping model is adequate for the eval-

uation of charge mobility, at least at room temperature. Moreover both localized (Marcus)

and semiclassical dynamics models predict quite similar mobilities, even if charge delocaliza-

tion at room temperature is considered.27 In addition, thermal motions in organic crystals

give rise to enhanced molecular distortion, leading in turn to strong fluctuations in the trans-

fer integral,9 thus breaking the translational symmetry of the electronic Hamiltonian and

causing a localization of the charge carriers. That occurs also in pentacene, despite the low

reorganization energy and large transfer integrals.28 Finally, it has been pointed out that

the inclusion of quantum mechanical effects in the hopping rates does not lead to thermally

activated mobilities.28,29 That is an important point, indeed the hopping mechanism can

not be ruled out only on the basis of the observed decreasing of the mobility with tempera-

ture. Nevertheless, quantum based models such as the Fermi’s Golden rule (FGR), strongly

overestimate hole mobilities for most of organic semiconductors, even high-mobility ones,

possibly because of the intrinsic limits of FGR in treating ultrafast transitions.30

Herein we consider an alternative approach for deriving hopping rate constants, based on

the second-order cumulant expansion of the time dependent reduced density matrix (SOC),31

which appears to solve both the incorrect temperature dependence and the unphysically

oversrestimation of hole mobilities. The SOC model is a full quantum mechanical approach
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which should provide a significant improvement with respect to FGR, inasmuch as it does not

require the use of integral representation of the Dirac delta function and, unlike FGR, allows

to take into account the change of the reaction rate with time, describing the population

P (t) of the state of interest as:
dP (t)

dt
= k(t)P (t). (1)

We use a well recognized protocol32 which expresses the mobility of organic semiconduc-

tors for each direction in terms of angles between the charge-hopping pathways and the plane

of interest33,34 for 4 prototypical organic semiconducting molecules: pentacene, tetracene,

picene and rubrene, chosen because of their relatively high experimental mobilities.35 Re-

sults obtained by using SOC approach are also compared with FGR and Marcus predictions

of rate constants. It is shown that, within the limits of the simple hopping mechanism,

SOC approach provides reliable hole mobilities. In particular, at variance with other tested

methodologies, the SOC approach is able to predict a temperature dependence in line with

the experimental results.

Theory and modeling

Fermi’s golden rule

Full mode quantum charge transfer rate between two electronic states |i〉 and |f〉 is expressed

by the Fermi’s Golden rule as:

kFGR =
2π

~
|Vif |2F (∆E, T ), (2)

where Vif is the electronic coupling between the electronic states, which is considered to be

independent of vibrational coordinates, ∆E is the electronic energy difference between the

initial and final states, T is the absolute temperature, and F (∆E, T ) is the Franck-Condon
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weighted density of states, computable as:

F (∆E, T )=
1

Z

∑
vi,vf

e−βEvi | 〈vi|vf〉 |2δ
(
Evf − Evi −∆E

)
. (3)

Here 〈vi|vf〉 is the Franck-Condon integral, Z is the vibrational partition function of the

initial electronic state, β = 1/(kBT ), kB being Boltzmann constant and the sum runs over

all vibrational states of |i〉 and |f〉. The evaluation of F (∆E, T ) by the infinite summations of

eq. 3 poses problems that can be avoided by using the generating function (GF) approach,36,37

which takes advantage of the integral representation of the Dirac delta function. By using

Duschinsky’s normal mode transformation,

Qi = JQf + K,

F (∆E, T ) can be evaluated in harmonic approximation including the whole sets of nuclear

coordinates in computations.29,38–41

Second order cumulant approximation

The integral representation of the delta function only holds in the limit of long times, there-

fore the FGR approach is not fully adequate to treat ultra-fast transitions. For those cases,

it would be useful to resort to a formulation taking into account the variation of the rate

constant with time, for example the recently developed cumulant expansion of the density

matrix.

The cumulant expansion is a well known technique,42–45 but rather few applications to

realistic Hamiltonians have appeared in the literature.30,31,46,47

If we consider two electronic state |i〉 and |f〉 coupled by constant perturbation Vif , the

Hamiltonian reads:

H = |i〉Hi

〈
i
∣∣+ |f〉Hf

〈
f
∣∣+ |i〉Vif

〈
f
∣∣+ c.c. = H0 + V, (4)
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where Hi and Hf are the vibrational Hamiltonian of the electronic states |i〉 and |f〉 respec-

tively and Vif is their electronic coupling.

Following the derivations of ref. 43 and 31, the second order cumulant approximation of

the population of the initial state is given by:

Pi(t) = exp [K2 (t)]

, with:

K2(t) = −2~−2ReTr

∫ t

0

dτ1

∫ τ1

0

〈
i
∣∣ [VI(τ2), [VI(τ2), ρ(0)]] |i〉 dτ2. (5)

where the trace is taken over the whole set of the vibrational degrees of freedom of the initial

state, and VI(s) is the interaction representation of the coupling potential Vif . The final form

of K2(t) depends on the expression of the initial density of the system ρ(0). If we assume

the equilibrium population of the unperturbed initial state, eq. 5 becomes:

K2(t) = −2~−2Z−1Re

∫ t

0

dτ1

∫ τ1

0

Tr
[
eiHi(τ2+iβ)Vife

−iHf τ2Vfi
]

dτ2 (6)

For fast hole transfer, one has to consider the thermally equilibrated ground state of the

neutral molecule which instantaneously releases an electron. In this case, the initial density

for hole transfer is given by:

ρ(0) = Z−1N |i〉 e
−βHN

〈
i
∣∣.

where HN is the vibrational Hamiltonian of the neutral molecule and ZN its corresponding

vibrational partition function, and the second order cumulant average becomes:

K2(t) = −~−2Z−1N Re

∫ t

0

∫ t

0

Tr
[
e−βHN eiH

◦
i τ2Vife

−iHf (τ2−τ1)Vfie
−iHiτ1

]
dτ1dτ2. (7)

This methodology can be easily modified to handle cases where the coupling operator is a

function of the nuclear coordinates, see ref. 31.
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The SOC approach is useful in handling ultra-fast transitions because of the time-

dependent nature of the transition rate, furthermore it obtains rate constants approaching

a constant value, namely the FGR prediction, in the case of very long times:

lim
t→∞

K2(t) = constant = kFGR. (8)

Marcus’ theory

If the thermal energy exceeds the vibrational energy, the vibrations can be treated classically

and the semiclassical Marcus’ theory48,49 has been widely used for computing hole hopping

rates in organic materials.35,50 When considering hopping between two equal molecules, the

net ∆G change is zero, and the charge transfer rate k can be written as:

k =
|V |2

~

√
π

λkBT
exp

[
− λ

4kBT

]
(9)

where V is the electronic coupling parameter and λ is the reorganization energy. The latter

consists of an intramolecular and an intermolecular contribution, due to equilibrium posi-

tion changes of the system and of the surrounding medium upon hole transfer. However,

computations carried out by using a QM/MM approach with a polarizable force field for

naphthalene in its molecular crystal structure showed that the intermolecular reorganization

energy is of the order of a few meV;51 further studies for acenes yield intermolecular reorga-

nization energies typically lower than 0.2 kcal/mol,50 much smaller than the intramolecular

one. For that reason, throughout this work we will consider only the intramolecular part of

the reorganization energy.

Mobility calculations

As outlined in the introduction, in this work we adopt a protocol32 applicable within the

framework of the hopping process, where charge transfer takes place by diffusion and the hole
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hops between neighbouring sites. In the low field limit, the mobility is evaluated resorting

to Einstein’s formula:

µ =
eD

kBT
, (10)

where e denotes the elementary charge, kB is the Boltzmann constant, T is the absolute

temperature and D is the diffusion coefficient, which is defined as:

D =
1

2n
lim
t→∞

〈r2〉
t
, (11)

where n is the dimensionality of the system and 〈r2〉 is the mean-square displacement eval-

uated at t→∞, i.e. for times long enough that the diffusion regime set out.

For an isotropic system, eq. 11 can be approximated as33,34,52

D =
1

2n

N∑
i

d2i kipi, (12)

where the sum runs over all neighbouring molecules N , di being the hopping distance, ki the

relative rate constant, and pi the hopping probability (pi = ki/
∑N

j kj). When considering

the mobility along a single hopping pathway i, eq. 10 can easily be rewritten as:

µi =
ed2i ki
2kBT

(13)

This quantity is however a poor descriptor of the actual electronic properties of the material,

since it considers a single migration channel, while in actual crystals there are several simul-

taneous pathways available for charge diffusion. Thus, a better quantity to focus on would

be the anisotropic mobility, i.e. the variation of the mobility depending on the orientation

of the conductive channel relative to the crystallographic axes, when taking into account all

possible charge migration pathways.

Deng et al.32,33 have developed an appealingly simple, yet effective mobility orientation for-

mula expressing the mobility along a specific conduction direction as the combined effect
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of all possible hopping pathways. Assuming that there is no correlation between hopping

events and that charge motion is a homogenous random walk, the mobility along a given

conducting direction on a specific plane in the organic crystal can be computed as

µφ =
e

2kBT

∑
i

kid
2
iPi cos2 γi cos2 (θi − φ), (14)

where γi is the angle between the i-th hopping path and the plane of interest and θi is the

angle of the projected i-th hopping path of different dimer types relative to the reference

axis. So the angles between the hopping paths and the conducting channel are (θi − φ) and

Pi cos2 γi cos2 (θi − φ) describes the hopping probability of various dimer types relative to

the specific transistor channel (see e.g. top of fig. 1).

In most instances, π-conjugated molecules have a crystal structure with a high-mobility

plane, while the mobility perpendicular to this plane is 1-2 orders of magnitude smaller,7,32

so in the following we will focus on the 2D-transport within the stacked organic layer of

interest, evaluating the anisotropic mobility with respect to these layer, so that γi is always

0.

Computational details

The crystal structure for all the molecules studied is derived from the Cambridge Structural Database

(CSD).53 The CSD codes are: IUCr A03426 for tetracene, 665900 for pentacene, 605647 for rubrene

and 560122 for picene. Equilibrium geometries, normal modes, and vibrational frequencies of pen-

tacene, picene, rubrene, and tetracene in their neutral and cationic forms were obtained at the DFT

level using the B3LYP functional with the 6-31+G(d,p) basis set, which has been proved to yield

sufficiently accurate results.54 Dielectric effects have been estimated by using the polarizable con-

tinuum model (PCM).55 According to previous works, we have assumed ε = 4 as the average value

for the dielectric constants of the bulk materials.56 The G09 package has been used for electronic

wavefunction computations.57 Franck-Condon weighted densities of states have been computed by
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using a development version of the MolFC package.58 Intermolecular reorganization energies have

been neglected, because previous computations have shown that they are negligible, at least for the

systems considered here.51 The curvilinear coordinate representation of the normal modes has been

adopted to prevent that large displacements of an angular coordinate could reflect into large shifts

of the equilibrium positions of the involved bond distances. That unphysical effect is unavoidable

when using rectilinear coordinates and requires the use of high order anharmonic potentials for its

correction.40,59–63 The evaluation of the time-dependent rates K2(t) of eq.s 6 and 7 is based on the

coordinate representation of the reduced density matrix; the resulting multidimensional Gaussian

type integrals have been evaluated analytically.64 Time averaged SOC rates used for the evaluation

of anisotropic mobilities (reported in table 1) have been obtained interpolating the populations

assuming a monoexponentional decay for them. As discussed in the result section, this approx-

imation, whose quality is not known a priori, proves to be effective since it leads to anisotropic

mobilities in good agreement with experimental ones. A better approach would be the inclusion of

the time dependent kinetic constants for the evaluation of the mobility, but unfortunately they are

incompatible with the model here used (eq. 14). Further studies on alternative methods allowing

the introduction of time-dependent kinetic constants are ongoing in our group.

Results

Single channel hole mobilities along the most important paths for charge transport in organic

semiconductors, at T = 298 K are reported in Table 1, alongside with the relative charge

transfer rates available from previous work.30 The electronic coupling elements adopted in

computations have been taken from ref.s 33 and 65 and are also reported in Table 1. The

molecular arrangements for the various paths are shown in the top of fig.s 1-4, further details

are given in ref 30.

The analysis of Table 1 shows that the SOC approximation yields significantly longer

transition times than FGR, especially for fast decay rates. For example, for channel 2 of
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pentacene and channel 3 of tetracene, FGR predicts that the initial state completely decays

within 5 fs, whereas SOC approach yields a decay time of about 30 fs. For such ultrafast

transitions, the integral representation of Dirac delta function, used in the computation

of F (∆E, T ), could be inappropriate and could lead to significant overestimations of the

transition rates. Indeed, as shown elsewhere,30 quantum dynamics calculation leads to a

decay of the initial state in excellent agreement with the one predicted by SOC approach,

pointing out that FGR fails in describing ultra-fast charge transfer in these systems.

Table 1: Kinetic constants (k/1013 s−1) and mobilities (µ/cm2V−1s−1) along the
different hole channels for the 4 molecules under study. Electronic couplings J
(meV) from ref.s 33 and 65.

Marcus FGR SOCa
eq

J k µ k µ k µ

Pentacene (d1) 20 0.85 0.59 6.54 4.52 2.72 1.88

Pentacene (d2) 75 12.0 5.46 91.9 41.8 12.3 5.60

Pentacene (d3) 32 2.19 1.01 16.7 7.55 4.77 2.16

Tetracene (d1) 17 0.49 0.25 5.17 2.64 2.32 1.19

Tetracene (d2) 1 0.002 0.001 0.02 0.007 0.005 0.003

Tetracene (d3) 70 8.26 3.72 87.7 39.5 11.3 5.09

Picene (d1) 66 2.94 1.63 7.08 3.92 6.81 3.77

Picene (d2) 70 3.31 2.44 7.96 5.87 7.63 5.60

Picene (d3) 54 1.97 1.02 4.74 2.44 4.57 2.32

Rubrene (d1) 19 0.38 0.47 0.44 0.543 0.41 0.506

Rubrene (d2) 19 0.38 0.47 0.44 0.543 0.41 0.506

Rubrene (d3) 89 8.41 8.41 9.74 9.75 9.00 9.01

a initial state from the equilibrium thermal distribution of the cationic state. See ref 30 for
data referring to the equilibrium thermal distribution of the neutral state.

Figure 1 shows on the top the hopping paths and the angles of the paths with respect to

the reference axis a (numerical values are reported in the caption of the figure) for pentacene.

All hopping paths are in the ab plane. Using eq. 14 with the data of Table 1 yields the angular

dependence of hole mobility of pentacene in single crystal molecular arrangements, shown in

the bottom left of Figure 1; there the experimental results of Lee et al.66 are also reported.
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The crystal orientation was not determined in the experiment, therefore the experimental

data have been rotated to best fit with theoretical predictions.33
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Figure 1: Top: hole hopping paths in pentacene single crystal (left) and their projection to a
conducting channel in the ab plane(right); Angles relative to the reference axis a are: θ1 = 0,
θ2 = 47.32, θ3 = 126.47. Bottom left: polar plot of experimental (green line) and predicted
anisotropic hole mobility of pentacene using FGR (blue line), SOC (red line); bottom right: a
magnified views of experimental and SOC mobilities. Experimental results from ref.s 33 and 66.

Figure 1 shows that FGR mobilities are significantly larger, about one order of magnitude,

than SOC ones, the latter being in excellent agreement with the experimental results.66,67

Noteworthy, a significantly higher mobility, 35 cm2V−1s−1 at room temperature increasing

up to 58 cm2V−1s−1 at 225 K, has been measured by Jurchescu et al. in highly purified

single crystal of pentacene, in which 6,13-pentacenequinone traps were removed by vacuum

sublimation.26 According to our computations, such a high mobility is not compatible with

the simple hopping mechanism and possibly coherence effects have to play a role, as indeed

previously inferred on the basis of the observed temperature dependence of mobility.26

Similar results have been obtained for tetracene, for which the anisotropic mobility eval-

uated with respect to the reference axis a is reported in Figure 2. For tetracene, predicted

mobilities are significantly higher than their experimental counterpart, even SOC predictions.

That is possibly due to the fact that experimental samples unavoidably contain impurities,
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defects and dislocations which have not been considered in our model. Indeed, more recent

experimental measurements68 over purer samples have reported significantly higher mobili-

ties, up to 2.4 cm2V−1s−1.
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Figure 2: Top: hole hopping paths in tetracene single crystal (left) and their projection to a
conducting channel in the ab plane(right); Angles relative to the reference axis a are: θ1 = 141.67,
θ2 = 90.00, θ3 = 39.95. Bottom: polar plot of experimental (green line) and predicted anisotropic
hole mobility of tetracene using FGR (blue line), SOC (red line); on the right a zoom showing only
experimental and SOC mobility. Experimental results from ref. 69

Rubrene and picene behave differently: since charge transfer occurs on a longer timescale,

it is expected that FGR should lead to reliable mobility values. Indeed, as shown in table 1,

for these molecules FGR values are in excellent agreement with SOC ones.

In Figure 3, the anisotropic mobility for rubrene evaluated with respect to the reference

axis c is reported, showing that for this system FGR and SOC anisotropic predictions are

almost indistinguishable from each other, both being in good agreement with experimental

results.

Finally, in fig. 4 we report the anisotropic mobility for picene, once again displaying a
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good agreement between FGR and SOC. Unfortunately, to the best of our knowledge, no

experimental results have been reported yet in the literature to be compared with our data.
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Figure 3: Hole hopping paths in rubrene single crystal (left) and their projection to a conducting
channel in the ab plane(middle); Angles relative to the reference axis b are: θ1 = 331.70, θ2 = 28.30,
θ3 = 90.0. On the right, the polar plot of experimental (green line) and predicted anisotropic hole
mobility of pentacene using FGR (blue line), SOC (red line). Experimental results from ref. 67
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Figure 4: Hole hopping paths in picene single crystal (left) and their projection to a conducting
channel in the ab plane(middle); Angles relative to the reference axis a are: θ1 = 37.30, θ2 = 87.10,
θ3 = 142.05 degrees. On the right, the polar plot of predicted anisotropic hole mobility of pentacene
using FGR (blue line), SOC (red line).

Anisotropic mobilities obtained starting from Marcus’ rate constants have not been re-

ported in the figures since they are very similar to SOC ones, as table 1 shows. On the

basis of this analysis, one can conclude that Marcus approach is adequate for the evaluation

of the mobilities at room temperature. However it fails when used to reproduce the exper-

imental temperature dependence of the mobility, as shown in fig. 5, where the predicted

hole mobilities of pentacene (top) and rubrene (bottom) along the fastest paths at different

14

DOI: 10.1021/acs.jpcc.8b08126



temperatures are reported. Both FGR and SOC approaches yield a hole mobility which

decreases as temperature increase for both the systems. That behavior can be rational-

ized on the basis of the temperature dependence of the Franck-Condon weighted density of

states. As T decreases the value of F (∆E, T ) at ∆E = 0 increases, because of the decreasing

populations of low frequency vibrational modes. It is worth noting that somewhat contradic-

tory experimental results are available for pentacene: in thin films different behaviors have

been observed, including an almost temperature independent device mobility,70–72 whereas

in single crystals hole mobility was observed to decrease upon increasing temperature.26
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Figure 5: Predicted hole mobilities as a function of the temperature for: pentacene (top) and
rubrene (bottom). Green full line: SOC approach; purple dashed line: FGR; pink dashed line with
dots: Marcus formula; blue full line: experimental values from ref. 26. Inset: detailed comparison
of experimental and SOC predicted mobilities for pentacene.

However, SOC temperature dependence of mobility is in good agreement with the exper-

imental trend reported in ref. 26 although predicted and observed mobilities are somewhat

different. The discrepancy between experimental and theoretical data increases as the tem-

perature decreases, possibly because coherence effects (not included in our model) play a

larger role at lower temperatures.

As concerns rubrene, two transport regimes have been observed: (i) an intrinsic regime,
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occurring at higher temperatures, where the mobility increases with decreasing temperature

and (ii) a shallow-trap-dominated regime, where the mobility decreases rapidly with cool-

ing.73,74 The observed mobility in the intrinsic regime varies from ≈ 25 cm2 V−1 s−1 at 175

K up to ≈ 10 cm2 V−1 s−1 at 300 K, in good agreement with our predictions, as shown in

Figure 5.

For both pentacene and rubrene, Marcus’ formula predicts a thermally activated be-

haviour, leading to mobilities increasing as T increases, in contrast with experimental data.

Marcus’ formula failure at low temperatures is somewhat expected, since it is treats molec-

ular modes classically, an approximation valid only at relatively high temperatures.

Conclusions

Angle resolved hole mobilities for pentacene, tetracene, rubrene, and picene in single crystal

geometrical arrangements have been computed by first principles, upon assuming that hole

transport occurs by the hopping mechanism. The mobility orientation formula developed

in ref.s 32 and 33 has been employed for the anisotropic mobility evaluation, using hole

transfer rates obtained by three different methods: the semiclassical Marcus approach, the

Fermi Golden Rule, and the second order expansion of the reduced density matrix (SOC).

Predicted mobilities by the SOC approach are in good agreement with experimental data,

although they appear to be slightly overestimated. That is possibly due to the influence of

surface contamination, grain boundaries, defects, etc. which have been omitted in simula-

tions but are always present in real samples.14,75,76 Therefore, the SOC approach appears to

provide a computationally economical and reliable way for estimating hole transfer mobil-

ities, including their temperature dependence, considering the whole set of intramolecular

vibrational coordinates. That approach can also handle cases in which the Fermi Golden

Rule is inadequate, i.e. ultrafast hole transfer processes, occurring in molecular systems ex-

hibiting strongly peaked Franck-Condon weighted density of states.30 Marcus’ semiclassical
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approach can provide qualitatively correct values of mobilities at room temperature, but it is

unable to provide reliable temperature dependencies because it cannot account for tunnelling

effects dominating at low temperatures.
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