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HIGHLIGHTS

An SOFC system dynamic model has been used to simulate normal and faulty conditions.
An available Fault Signature Matrix based on Fault Tree Analysis has been improved.
Missed fault and fal se alarm probabilities have been taken into account.

Five faults have been simulated at stack and balance of plant level.

Two threshold-dependent Modified Fault Signature Matrices have been obtained.
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ABSTRACT

The paper focuses on the design of a procedutthéotlevelopment of an on-field diagnostic algorittemsolid oxide
fuel cell (SOFC) systems. The diagnosis design ehekes on an in-deep analysis of the mutual auisns among all
system components by exploiting the physical kndgéeof the SOFC system as a whole. This phasestsrdithe Fault
Tree Analysis (FTA), which identifies the corretats among possible faults and their correspondingptoms at system
components level. The main outcome of the FTA idnrderential isolation tool (Fault Signature Matrix=SM), which
univocally links the faults to the symptoms detdatieiring the system monitoring. In this work theA=i§ considered as a
starting point to develop an improved FSM. Makirsg wf a model-based investigation, a fault-to-syms dependency
study is performed. To this purpose a dynamic mogaviously developed by the authors, is explotegimulate the
system under faulty conditions. Five faults arewudated, one for the stack and four occurring at B&#Il. Moreover, the
robustness of the FSM design is increased by eplicsymptom thresholds defined for the investigaf the quantitative
effects of the simulated faults on the affectedaldes.

Keywords: Solid Oxide Fuel Cell, Diagnosis, Modaked Modelling, Fault Simulation, Fault Signaturatix.

1. INTRODUCTION



Nowadays the increasing interest on renewable @edives the researchers activity towards newggnpower
systems, like Solid Oxide Fuel Cells (SOFCs). Itsll known in literature that SOFCs are one of thest promising
energy conversion systems due to several posiigrifes: (i) high energy conversion efficiency), fiollutants and green-
house-gases emissions are limited as comparecév ehergy conversion systems, such as internabgstion engines,
(i) high flexibility and modularity, (iv) low acostic emissions and (v) potential use in cogenamasipplications, as a
consequence of the high operating temperaturesth&namportant advantage is the possibility to ekpthe internal
reforming capabilities of SOFCs; therefore, simple-reformers can be implemented, thus allowingnioee practical use
of conventional fuels (e.g. Diesel, natural gasthaeol, propane, etc.), which in turn causes coraptnmanufacturing
and system management costs reduction [1][2][3[4][

On the other hand, a wide commercial diffusionhafsie energy systems is hindered by materials attliption costs
and durability issues. It is well known that act&DFC systems are characterized by low reliabditypoth stack and
balance of plant (BOP), due to a large varietyaggible degradation mechanisms and malfunctionisntg occur in real
world operation [1]. Indeed, degradation causes G@fstem lifetime not to be long enough with resgecdurability
requirements of either stationary (about 40,000ith veference to e.g. residential or industrial Gamed Heat and Power
(CHP) systems [5]) or transportation (about 20,6QGith reference to e.g. Auxiliary Power Units —\88[7]) applications
[4][5]. In order to meet these lifetime targets, itoprove degradation prevention capabilities andptimize control
actions, specific diagnosis methods are neededefdrtime condition monitoring of the system. Thevelopment of an
effective diagnostic algorithm, suitably coupledtwadaptive control strategies, allows modifying ttontrol laws while
the system is running, thus resulting in both iifet and performance improvement. Moreover, duehtr tintrinsic
features, adaptive control algorithms require teeetbpment of dynamic models, with high predictamturacy and fast
computational time. The same characteristics aseng®l also for model-based diagnosis. This metlogy entails
developing a reliable and accurate model, whichsienulate the monitored system in all operatingditbtons. Through the
comparison between measured and simulated siganapecific inference process leads to the estimatfothe actual
system status. Compared to traditional methods,iknitoring and automatic protection, the faudtgiiosis supervision is
the only one capable to detect incipient faultslyedetection), with high accuracy both during steand transient states
and for several system components (process comfmrsemsors, actuators, etc.) [8][9].

In the available literature, many publications dedh the development of physical models (i.e. le@up0-, 1-, 2- or
even 3-D) of the SOFC stack and in some casestiads®OP. The use of a high order model (i.e. 23-@) usually

guarantees high accuracy, but introduces undekigid computational burdens [1]. This latter featigeeritical for on-



board application of models to be embedded inteeeitontrol or diagnostic tools. Wang et al. [16)gwsed a review of
several modelling approaches for SOFCs, mainiytedléo diagnostic purposes. The authors offer eotigh analysis of
the main advantages and drawbacks of the considgmdach and focus on the purposes they are miable for. Barelli
et al. [11] and Martinez et al. [12] studied hybsigstems based on the combination of an SOFC statla gas turbine. An
interesting work has been carried out by Hajimolahal. [13], who developed a dynamic modellingadfubular SOFC
supplied with ammonia instead of pure hydrogen.eOthapers focuses on SOFC-based combined-heat e&an{CiiP)
systems [14][15]. Focusing on diagnosis, some asthave presented model-based diagnosis for SORQ$]5] and
PEFCs [17][18][19], while the problem is widely &t for conventional energy systems like internahlbostion engines
[8][20][21], gas turbines [9] and other complexteyss [22][23][24][25].

Furthermore, it is worth noticing that a certaimmier of models developed for diagnosis purposesilaebased on
equivalent circuit elements coupled with electraulmal impedance spectroscopy measurements, suoH%§19][40][41]
and [42], or on black-box modelling approacheshsas Neural Networks [43][44][45][46][47]. Thesegamentations well
justify the need for a reliable and effective diagtics able to quickly detect degradation behagiamnd/or malfunction
states in the whole system and to process an adagntrol strategy, to bring the system to optinration.

Generally, ensuring safe operation of a complexesysentails suitably accounting for the direct andirect
interactions among the different devices togethiéh their possible faulty states, in addition te thptimal operating set-
points of the main variables and parameters. kn ¢hntext, the availability of a reliable and aatardiagnostic algorithm
enables checking and monitoring the system behadswvell as inferring on its state of health, adowing to perform
on-board modification of system control laws. Facgson diagnosis, it is well known that to prevehe failure of a
generic system (e.g. mechanical and electric deyemergy conversion systems, etc.) the most ob\deuision is to shut it
down whenever an abnormal functioning is obseridsliertheless, even if this action could seem thetruogical one, in
many cases it is not the most convenient or evasilie. In these cases, the remedial action mutgtkes while the system
is in operation according to the specific time-domias and the whole repairing costs [24]. Themfdhe capability to
detect the occurrence of any faulty state andeatifl its causes are critical tasks, which arergity related to the design
procedure of the diagnostic algorithm [4]. Indetbe, faulty states that can be detected in the syate only those included
in the model and in the inference process [26].

Fault diagnosis activity typically involves threeaim processes [4][27] [28][17]: (i) fault detectiq(ii) fault isolation
and (i) fault identification. The aim of the firprocess is to detect an undesired or faulty sithtbe monitored system.

Then, the location of the fault can be determin&d the system through the isolation process, ifyémg which is the
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component (or the components) that is under uretbsiperating condition. Finally, the identificatiprocess leads to the
evaluation of the fault size and its time-varyirghbviour.

The design of a reliable diagnostic algorithm regmiithe physical knowledge of the whole SOFC sysiathan in-
deep analysis of the mutual interactions amongyatlem components. To achieve an effective diagribeidesign process
has to be performed carefully and a key role iyqaaby the identification of the correlations amaguagssible faults or
failures and their corresponding symptoms at system compsrevel. This identification is performed throutite so-
called Fault Tree Analysis (FTA) methodology, whistthe starting point of the above mentioned despigase. The main
outcome of the FTA is an inferential isolation t¢Bhult Signature Matrix FSM), which univocally links the faults to the
symptoms detected during the on-line monitorinthef SOFC system.

During the detection process, the information aeglthrough measurement devices is exploited taimisignificant
indicators of the system state. The generatiomede indicators strictly depends on which is théhodology used for the
detection. In literature [27][28][39][40], severahethodologies are proposed, namely model-basedalsigised and
knowledge-based, but in this paper only the modskld approach is considered. This choice is manoiffvated by two
distinctive features that characterize the methmglpwith respect to both knowledge- and signal-dasgproaches: i) the
availability of a model allows reducing the need éatended experimental data-set [29] and ii) tfeatpr generalizability
of the methodology due to the expected higher glysiontent retained by the diagnostic tool. These features make
this approach appealing for diagnostic applicatidestined to SOFC systems, for whom experimental diee usually not
easy to measure and whose system characteristicsaniigurations change from one manufacturer totter. On the
other hand signal- and knowledge-based algoritheqsiire a large amount of complex experiments tadi@ucted in
faulty conditions to correlate either signals orivid information to the faulty states. In someasasxperiments could not
be performed due to the complexity or the lack nbwledge on the faults to be reproduced, such estrethemical-
induced degradation processes. In such cases,pamient that simulates or induces the fault mayéteup for, e.g.,
catalyst or electrochemical performance degradatiofuel cells [30] or in other devices [31]. Thime, experiments
feasibility, costs and time issues may limit theelepment of signal- and knowledge-based diagradgizrithms.

The presented research originates from previouksvon FTA [4]and model-based diagnosis methodology [16],
remarking the direct and indirect dependences anioe@OFC system components during several fapiyation states.

The purpose of this study is to perform a deepdt-fta-symptoms dependency study through the etaglon of a dynamic

'According to the common nomenclature on fault dimim [27][28] the term fault denotes unacceptabésiation
(malfunction) of at least one characteristic prop&om the standard conditions whereas a failgra ipermanent event
causing the interruption of a required function.



model, previously developed by the authors [1][R][us enhancing the robustness of the FSM. Themks were
developed in the framework of the European PrapeNIUS [48], whose results led to another outstaggiaper authored
by Sorce et al. [39], which deals with Fault Deitatiand Isolation (FDI) study for SOFC systems.

The paper is structured as follows. Initially, averview on the model-based diagnosis methodologyerformed,
highlighting the core features and the criticalmsij followed by a synthetic description of the FT#ainly focusing on the
process the development of the FSM is based om,Tehbérief description of the generic SOFC systesed for the FSM
development, is given, accounting for the main congmts and their interactions. Afterwards, a thicakexplanation of
the proposed SOFC system dynamic model is preseogedher with the description of the modificatidngroduced to
simulate faulty states. Then, several malfunctiehaviours are simulated and the arising symptoms@ampared to those
defined into the FSM, thus allowing to fully demtmase the limitation of adopting a purely heuristigproach to develop

an isolation tool.

2. NOMENCLATURE

Acronyms

AC Alternate Current

APU Auxiliary Power Unit

BOP Balance od Plant

CHP Combined Heat and Power
CPR Critical Pressure Ratio

DC Direct Current

FT Fault Tree

FTA Fault Tree Analysis

FSM Fault Signature Matrix

MFSM Modified Fault Signature Matrix

ocC Operating Condition
PEFC Polymer Electrolyte Fuel Cell
Pl Proportional Integral

SOFC Solid Oxide Fuel Cell



Roman Symbols

A geometricatell area [M]

Ane pre-heateheat exchange areaim
Arer reformerheat exchange areaﬂn
C fluid heat capacity [J ¥

Co specific heat capacity at constant pressure [J K{j
D diameter [m]

E energy flow [W]

f friction coefficient [-]

F Faraday constant [A md}

J current density [A cr]

K solid heat capacity [J ¥

k isentropic coefficient [-]

L length [m]

i mass flow [kg 8]

M molar mass [Kg md]

i molar flow [mol §]

N noise

Neells cells number [-]

p pressure [Pa]

P power [W]

Q thermal loss [W]

r residual

R universal gas constant [J ridk™]
S analyticalsymptom

t time [s]

T temperature [K]

v velocity [m §']

\% voltage [V]



U heat exchanger transfer coefficient [W id™]

Us fuel utilisation [-]

X input variables

Y measured system variables
Y simulated system variables
Greek Symbols

s pressure ratio [-]

e fault magnitude [-]

n efficiency [-]

A excess of air [-]

& fault magnitude [-]

p density [kg nT]

T threshold

x fault magnitude [-]

Subscripts and superscripts

air air at cathode side
amb ambient

c cold fluid

CH, methane
CMP compressor
EM electric motor
F faulty

h hot fluid

H hole

H,O water

HE air pre-heater
in inlet

is isentropic

0O, oxygen



out outlet
PB post burner

REF reformer

3. MODEL-BASED FAULT DIAGNOSIS

The main aspects concerning the model-based feaghdsis reside on the development of a numericalaehable to
simulate the monitored system in its global behawidhe termglobal highlights the capability of the model to takeoint
account both direct and indirect correlations amtmg system components, which is an essential tispguerform a
correct diagnosis [32]. This model can be exploded reference for the evaluation of the systatustimplementing it in
conjunction with the real system. According to aem@l model-based approach, the model can be rparallel to the
monitored system [8][20]. Thus, the real-time apgtion of these numerical models requires, on amhhigh accuracy
and reliability and, on the other hand, fast corapahal time. As represented in Figure 1, the nvairiables monitored on
the real system (Y), affected by noise (N), are garad to those simulated by the process modelrdardo generate a
specific feature, called herefasidual A residual is defined as the difference betwdendutput signals (Y) measured in

the system and thos&) generated by the model [4][8][9][17][20][27][28]

r=yY-yY @)

To distinguish between normal and faulty behavidtue, residual is compared to a reference tolerasoge, characterized
by a threshold levels. This comparison leads to the generation ohaalytical symptomwhich is representative of the
system state: if the residual falls within the talece range, the symptom is 0, otherwise, whemasieual overcomes the

reference thresholds, it becomes 1, as shown ek



0 if [r|st

5= 1 if |r|>r

2

When a symptom is active an undesired (faulty)esfatoccurring in the system. According to thisinigbn, each
monitored variable is simulated through the modwl all drifts from normal behaviours are collectatb a symptoms’
vectors. After having populated the symptoms’ vector, tletection process ends with the following statusckhif the
vector has all 0, the system is working in normaditions, while, if one or more symptoms are 1padesired behaviour
is occurring in the system. It is worth observihgttother approaches concerning the detection pscae available in the
literature. As an example, in the paper of Sorcal.ef39], the detection is achieved by means efrésiduals behaviour
analysis during simulated faulty states, achievedugh their own system model. The obtained residaie gathered into
several fault maps, which replace analytical symyg@nd are then used for fault detection and isolaHenceforth, the
isolation of a specific fault is performed by arsahg the graphical behaviours of measured residoatsined during real
system monitoring, and comparing them to the deedault maps.

In the present paper, to identify the location loé tmalfunction, the symptoms’ vector is comparedeference
information, describing the links between faultsl aymptoms. A direct approach would be to deterneixgerimentally
these correlations inducing undesired state insgfsgem and collecting the related symptoms, thuaimibg anexplicit
knowledge basgB]. Nevertheless, aa priori knowledgecan also be exploited to gain these correlatiamsiding carrying
out complex experimental activities on the systérdeed, in many cases the BOP components are wkielywn and an
extensive literature explains their behaviours. sTtauheuristic approach, such as the well-knowrt Haae Analysis, can
set the causal relations among faults and sympteading to the definition of a Fault Signature Maf{FSM), as detailed

in the following section.
4. FAULT TREE ANALYSIS

The Fault Tree Analysis (FTA) is an analytical detiite technique that can outline all the likely wap which a
malfunction or undesired behaviour can occur ingystem. This methodology starts from a specifidtféwhich is thetop
evenj and investigates, through a physical knowledgéhefsystem and following a top-down approachttel possible
causes (which are thmsic eventsor symptomjy from which the considered fault can result J#]s worth noting that this
methodology gives only a qualitative correlationvilen faults and symptoms; besides, it is not aahfmt all possible
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faults or symptoms of the system, but it takes extoount only those assessed by the analyst [3#tefore, the major
drawback of the FTA is the inability to detect figuthat are not considered into the analysis [ZBlercoming the
drawbacks of the FTA approach is out of the scdpthe presented activity, since the focus is onFES. Indeed, the
paper aims at demonstrating that, once the linkeden the system faults and the affected systemahlas (symptoms) are
defined through the FTA and detailed into the FSM proposed methodology can improve these linksviong a
gquantitative analysis, not accounted for by the FTBrough this analysis it is possible to highligie sensitivity of each
monitored variable to the considered faults.

The main result of the FTA is the fault tree (FWhich is a graphic representation of the connestimamong a top
event and all the related symptoms. These conmectice expressed through Boolean operatorgyéteg, which allow or
prevent the fault flow through the tree from oneeleto another. The higher level of the FT is the ¢vent (i.e. the fault or
malfunction under study), while the other levels egpresented by intermediate events, which arer eitinor faults that
occur due to previous causes. The bottom levekmesented by the basic events (the symptoms),hwinay also
correspond to specific faults that are not furitierelopable [32].

The drawing of several fault trees for most of timelesired events, which can occur into a completesy, such as
SOFC systems, is particularly significant for tldentification of the variables that must be measwe estimated (e.qg.
when a specific measurement device is not availabtbe variable is not physically measurable).sTiethodology leads
to a robust selection of the monitored parametgsied through a balance among variable signifiedtite number and
type of faults whom is related to) and measurermests and capability.

Once all the fault trees for a specific systemgathered, the defined correlations between faulissgmptoms can be
merged into a matrix, the FSM. This matrix is a Dk, in whose rows are listed the possible fadtssidered into the
study, while the columns list all the collected gyoms, each one referring to a specific monitosetiesn variable. When a
symptom is related to a fault, the correspondirgneint into the matrix is equal to 1, otherwisa idi It is worth noting that
all the rows in the FSM must be different from eatier, to allow the correct and univocal isolat@rthe faults within the
system.

In the following the main aspects of an FTA appliecan SOFC system, presented by the authors ievéops paper
[4], are detailed: first the system and its maimponents are briefly described; then, a fault foreone specific fault is

highlighted,; finally, the FSM is presented, whishused as starting point for the development afrgamoved one.

4.1 Solid Oxide Fuel Cell (SOFC) system
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An SOFC system is usually designed in such a watp @ansure normal stack operation to be reachexligihr the
proper configuration and the optimized control leé auxiliary components. Therefore, the behaviduhe entire system
relies not only on the performance of the SOFCkstad also on that of the BOP, which is prone tdfometions and
failures due to the high number of mechanical dedtenic components.

A schematic representation of a generic SOFC systepresented in Figure 2 [1][4]. At the air sidee blower
supplies the stack with the required amount ofwirpse set-point temperature is achieved into tieehpater. At the fuel
side, the methane (or other hydrogen-rich fuelpyricessed by the pre-reformer, which requireseaiip amount of water
and heat for the reforming process; the first angtored in a water tank and its release is gueedrty a controlled pump,
while the heat is recovered from the post-burnéiaest gases. These latter, once they come outtfrempre-reformer, are
also used to heat up the air into the pre-heatlaremaining heat can be used for co-generapepfications. Finally, the
temperature of the gases exiting the SOFC staickisased into the post-burner, to maximize the traasfer among these
gases and the fresh ones both at anode and caluedd-urthermore, the electric power providedhsy $OFC stack also

requires power conditioning devices to convertdhent from DC to AC and to boost the voltage.

4.2 Fault Tree Analysis application and Fault Signatiatrix development

The application of the FTA to the aforementioned=8Gystem requires a deep knowledge of the inferecamong
the main components (Stack and BOP) and their cexitplsuggests analysing the faults at the compoleel [4]. An
example of FT for the air blower is proposed inuUfeg3. As previously stated, the air blower fedus stack with the
required amount of air. Due to the high volume flasually required, the compressor is the most gnevgsuming device
of the system [4] and it is prone to several typkefaults and malfunctions, some of them listedrigure 3. It is clear that
both the increase in compressor motor friction.(Begrings wear malfunctions) and the excessiveheating (e.g. lack of
lubricant) are linked to the air outlet temperatarel compressor power increase, whereas, if aleaiage in the inlet
compressor manifold occurs, both the downstrearsspre and the air pipe flow are affected.

Following the same approach for all the componeatset of FTs can be developed by taking into auctue
interactions among all the devices. From these BEgt of monitored variables can be drawn outlveg) a compromise
among measurement costs, methodology robustnessekbalility. Merging all the information obtaingdrough the FTs,

an FSM can be built, as shown in Table 1. Accordinthis FSM, the faults taken into account in thiwk are:
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. Fault f: air blower fault induced by an increase in itschrnical losses;

. Fault £: air leakage in the pipeline linking the air blovte the air pre-heater;

. Fault : temperature controller failure;
. Fault f;: pre-reformer fault produced by its heat exchasgéace corrosion;
. Fault §: stack fault caused by an increase in its poladndosses;

From the FSM presented in [4] three modificatiomsénbeen made. First of all, from the symptom&dish that
FSM, the current density has been removed. Thigehs consistent with the assumption of takingdbeent density as a
controlled input of the model; it is worth remarggithat this variable is assumed as the ratio betwee current load and
the geometrical cell area, as detailed in sectiofih@refore, the number of symptoms is reduced flitteen to fourteen.
The second variation resides in the associatiagheopre-reformer fault (i.e. faulf in Table 1) to an undesired event caused
by heat exchange surface corrosion rather thatysat@egradation. According to the pre-reformertfanee presented by
Arsie et al. [4], the variables (i.e. the symptorafgcted by these faults are the same except farsaible increase in the
pressure drop. However, since this last variableoismonitored (i.e. not considered in the FSM§ s#ymptoms’ vector
proposed in [4] can be used as a reference for thatltatalyst degradation and the heat exchandacsucorrosion. The
third modification consists in the associationttd stack fault to an increase in the polarizatassés, instead of a reduction
in the surface active area, as considered instgatdie et al. [4]. According to the related fatrike, presented in [4], the
only variation in the symptoms’ vector is linkedtte current density symptom, which turns from Diddowever, since
the current density is no more a symptom, the sgmpt vector proposed in [4] can be still used agfarence for the
considered fault.

It is worth noting that to have a robust fault déten process the rows of the FSM should be as nmaépendent
each other as possible, which requires a large puwfossymptoms. However, observing the two lastggms’ vectors of
the FSM of Table 1, they show the same patterrddring the univocal isolation of the two relatedIfa. Nevertheless, as
showed in the following paragraphs. this problem ba solved by performing a quantitative analysidtee relationships

between faults and monitored variables.
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5. THRESHOLD DESIGN

The selection of the proper threshold levels, whédd to the generation of symptoms through thepasison with
the residuals (see Eq. (1) and Eq. (2)), is a edtical task; indeed, these values must take atwount model inaccuracy
and disturbances (i.e. signal noise). In casewfroise levels, a simple threshold value can bé,uskile, for high noise
levels, a more advanced approach (e.g. statidtizay-logic, Kalman filters, etc.) should be implented [9][23]. On the
other hand, the right choice of thresholds valuestrfulfil the trade-off between robust diagnosisl @arly detection [20].
The knowledge of the devices installed on the sgatem, along with accuracy and resolution of tssoeiated measured
signals are key parameters to fix the threshofdpodr resolution is available for the measurésn( Eq. 1) due to, e.g.,
cheap instruments or low sensitivity, the residualsld always overcome the thresholds, resulting gontinuous faulty
state. On the other hand, the thresholds mustttrsdewer as possible to be able to detect incigaaults.

An example of how a symptom arises is given in Féglt the comparison between the residual timeetar with
the threshold level leads to the symptom time behavi&ir(dotted line), in which two faulty states are dttel; whereas
if the residual is compared to the threshdldthe symptom time behavio&” (straight line) shows only one faulty state.
Focusing on Figure 4, it is important to highlighat the first faulty state of the symptom time &ébur S’ might not be a
real faulty state but a false alarm. For this reasmother crucial aspect of the threshold seledsothe capability to
distinguish between false alarm and missed fatihg. upper part of Figure 5 sketches the deterningbcess followed
for the symptoms generation process shown in Figure

Considering stochastic behaviours of the residuhs probabilities of missing a fault or incurringo a false alarm
can be set for each symptom. This can be achieVvesh\the probabilistic distribution of the monitoreariables both in
normal and faulty state are available from dedit@eperimental activities. Then, the threshold ddug set according to
different probabilities of missed fault or falsamh, as shown in the lower part of Figure 5. hassible to correlate to each
threshold level the probabilities of false alarnd amisdetection, which can be obtained through ikersection between the
threshold value and the probability density functimf standard operation. Moreover, the risk of imgsa fault can be
evaluated by the intersection between the threskailee and the probability density function of tgudtate [31].

From the above description it is possible to paiat that a proper design phase is needed to deeelopust and
reliable diagnostic algorithm. First of all, thevdéopment of an accurate and fast numerical mdtiels the detection of a
wide range of faulty states and the implementatittine algorithm in real-time. Then, the relialyildaf the FSM depends on

the knowledge on the physical behaviour of eaclesysomponent, as well as the number of malfunstibwat can be
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related to the monitored variables. Finally, theick of threshold levels must take into accouness\features, such as the
capability to distinguish between false alarms amsked faults, the reliability of the measurementices available on the
system plant and the model uncertainty.

The next paragraph focuses on the description@fhthematical model developed for the simulatibthe SOFC

system described in section 4.1.

6. SOFC MODEL

In this work a lumped-capacity model previously éleped by the authors [1][2][3] has been explottedimulate the
behaviour of the SOFC system sketched in Figure 2he next sections a description of the main @ajsequations is
given, but further details can be retrieved from teference papers [1][2][3]. The hypothesis assufoethe development

of the SOFC model are listed below:

the stack is considered planar and co-flow;

< alumped model approach is applied, without comidespatial variations;

electrochemical reactions and mass transfer aterasbinstantaneous;

all the components are adiabatic.

Furthermore, an important aspect that must be @aiatit is the necessity to develop the model niyt fon simulating the

system behaviour in different steady-states but diging transients, in order to avoid the riskcohfusing them as faulty

behaviours [32].

6.1 SOFC stack

The stack is simulated by the following lumped aatyanodel equation:
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dT,

K SOFC % = ESOFC,in (TSOFC,in ) - ESOFC,out (TSOFC,out) - ‘]AVSOFC ®)

in which Ksorcis the stack heat capacifisorc inand Tsorc out@re the inlet and outlet stack temperatures, otisiedy, J is
the current density, anél is the geometrical cell area. The terBirci{ Tsorciy and Esorc.ouf Tsorco) are the inlet and
outlet energy flows, respectively, function of tstack temperatures, aMiorc is the stack voltage, evaluated through the

following regression [2]:

T T T
Veore = Negyo| 0.1844-0.0819) , — 1235 — 00041 22 0,8594) —S9Fe.out 7153 30FCn
1000 1000 1000

4

wherengs is the number of celld); is the fuel utilization and is the excess of air. It is worth remarking thgii&ion (4)
was obtained by curve-fitting virtual experimem#ose selection and generation were deeply desktiiba previous paper
published by the authors [3]. In that paper, ip@sticularly emphasized how a hierarchical approze be beneficial to
enlarge the reference operating domain by addirgatipg points simulated by means of a more physicalel (i.e. one
dimensional), thus allowing to maximize the infotioa content of the identification data-set. Thigelais then exploited to
derive the voltage black-box relationship via stdpe regression approach. In this way, the fudlatabk can be simulated
with significant reliability even in off-design cditions, thus making it possible to perform readistaulty operation

simulations.
6.2 Air blower

The air blower provides the stack with the necgssanount of air and it is the most energy consunaogiliary

device [4]. The required power is evaluated a¥ad:

3 C Talr in
Fewp =My ———— — =0 (IB s _J (5

fewp |ZVEM
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whereTg i, is the inlet air temperature, is the specific heat at constant pressfris, the pressure ratiggy andycve are
the electric motor and blower efficiency, respesitjy the latter being evaluated as a function ofugr speed and pressure
ratio through experimental efficiency maps [2]. Tieem iy, (See Eq. 5) is calculated from stoichiometry asagna

constant excess of dir

. n(:ells‘]'A‘I\/IO2
m =i—— =2
' 4F0.23¢ ©

6.3 Air pre-heater

According to [1] and [2], the air pre-heater hasflow configuration and it is modelled following zero capacity

model, whose equations are described below [34]:

dT, . .
(K ve TCy, )ﬁ = Eh,HE,in (Th,HE,in ) - Eh,HE,out (Th,HE,out ) “UieAe (Th,HE - TC,HE ) (7)
ch HE - =
Cc T = Ec,HE,in (Tc,HE,in ) - Ec,HE,out (Tc,HE,out) +U HE AHE (Th,HE - Tc,HE ) (8)

The Eq. (7) refers to the hot fluid, which is theqpeformer hot exhaust, while the equation (8gneto the cold fluid,
which represents the cathode inlet fldtye is the solid heat capacity, wherggsandC, are the heat capacities of the hot
and cold gas, respectively. The tedneAne is the product between the heat transfer coeffidigg and the heat exchange

surfaceAc.

6.4 Fuel pre-reformer

As stated in [2], the fuel pre-reformer describedhis work is a steam pre-reformer characterizgérp evaporator
and a reactor. Following the same approach usethforir pre-heater, the dynamics of both hot avid @uid can be

described by Eq. (7) and Eq. (8) respectively. ibefluid is represented by the post-burner exhausereas the cold fluid
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is a mixture of methane and vapour, whose amoupérttis on the SOFC operating conditions. Considegisgeam to

carbon ratio equal to 2.5, the inlet molar flows b& computed as:

A J‘ ‘rLeIIs

Ny, =——=—= 9
M 8FU, ©)

Mo = 25Ngy, (10)

6.5 Post-burner

To increase the temperature of the outlet stackgyde be efficiently used to heat-up the inlet 8GIBws, the outlet
anode gases are mixed with the cathode ones anddurto the post-burner, in which the combust@ss(med complete
and adiabatic) of the residual molecules gfadd CO of the anode exhaust takes place [1]. Ttletdemperatur@pg outiS

evaluated iteratively solving the following enetgglance [1][2]:

EPB,in (TSOFC,out) = EPB,out (TPB,out) (11)
7. SIGNATURE MATRIX IMPROVEMENT THROUGH FAULTSSIMULATION

As discussed in the previous paragraphs, the F&gepted in Table 1 was developed adopting a hieuaigproach,
which takes into account only qualitative relatidoegween symptoms and faults. Indeed, the FTA ottsreespecific fault
to several symptoms without considering their mtagig. For this reason, the direct use of the FSKleagloped through a
FTA may lead to a non-optimized isolation proc@ssbe clearer, if the system is deviating from tbemal behaviour, but
still lying near the normal operating conditiore(iincipient fault), some residuals move from zénough it is not sure that
they overcome the defined thresholds, due to thenagnitude of the fault. One solution could be teduction of the
thresholds levels, but, as previously stated, iladtdead to an increase in the probability of fedd@m. Another possibility

is to use the developed model also to test thesysensitivity to different faults.
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It is worth remarking that the aim of this papetdggive a guideline for the development of an ioyed FSM to be
implemented into a comprehensive diagnostic aligoritThe study has been made with the only purpbséhlighting a
plausible approach to design an improved diagnadtorithm [32]. The considered mathematical madetxploited to
reproduce both normal operating conditions andtyesthtes, without a specific reference to a rgatesn and the related
errors in the reproduction of the system behaviSurce the references for the residuals evaluatierthe values simulated
by the model, those are deterministic in the sehaethey are not associated to real measured vand the error is
assumed zero. This assumption should be assot@tbd fact that the focus is not on the mere tegigalues but on the
different sensitivity of the considered variablesa specific fault. A schematic representation taf guidelines of this
approach is given in Figure 6.

The idea of using a model to simulate systems dlging undesired states is exploited by severahaaat For
example, Escobet et al. [17] improved a PEFC sitoulamodel by including sub-models, which can sirteitle increment
in the compressor motor friction, the compressarbgating, the air leakage in the air supply madiémd the temperature
controller failure. Ingimundarson et al. [18] deygbd a hydrogen leakage model for a PEFC stackieaheSimani et al.
[9] proposed a turbine prototype model, which idelsi sub-models that simulate the compressor bltadese, the
reduction of the turbine efficiency and the thermgule sensor and controller actuator faults.

Therefore, the combination of model simulation ahdeshold levels definition can be helpful duringttb the
monitoring and the FSM design. Particularly, thmsanodel developed for the simulation of the SO¥&esn can be used
to simulate both its normal and faulty conditioms. this purpose, the model is upgraded in suchyaagato simulate the

faults accounted into the FSM, at specific magratlevels.

7.1 Faults sub-models

In the following, the description of the main eqaas developed to simulate the faults included th®FSM of Table

1 is given. More details can be found in Appendix A

The faultf; corresponds to an increase in the air blower nméchhlosses, which results in the increase in the

requested electric power and in the air outlet matoire, according to Eq. (12) and Eq. (13), retbsy:
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The coefficient is related to the fault magnitude and it is lirdite the range [0,1]: if the system is behavingmally (no
fault) & is 0, whereas if the fault occurs in the systeisihigher than 0. The fault magnitude can be esqa@ in percentage
as&-100, and, according to Eq. (12) and Eq. (13),iff equal to 1 the variables diverge (i.e. becanfiaite), meaning that
a failure occurs and the system must be shut down.

The faultf, represents an air leakage between the air blomebtree heat exchanger. This fault is simulatedguain

model of gas release through a hole (see Figurg wibse outlet flow is estimated as:

]/ Kair (kair _1)/ Kair Kair / (kair _1)
”CD DI%I pair,outl ( pamb j 2kair 1_( pamb j if pamb > ( 2kair J

m. = 4 TR/M air pair,outl kair _1 pair,out;L pair,outl kair +1
I _ . -
n—CD Dli / kair | 2 (kair 1)/[2[(:kair 1)] If pamb . Zkair Kair /(kaw l)
4 TR/ M air s kair +1 pair,outl - kair +1

(14)

Thus, the air amount reaching the heat exchangedisced by a quantity equalsig,.

The faultf; is related to the failure of the temperature atdr. In the modelled SOFC system, the stack teatpee
is controlled through a feedback PI controller, ebhieads the stack temperature signal and acteeonegulation of the
excess of air (i.e. on the air blower outlet mdss) to keep the stack temperature within a speaifinge [35]. The
controller fault is simulated disabling the PI aotier and changing right afterwards the load vaheaving removed the Pl
controller prevent the system from adapting tortee operating condition.

The faultf, consists in the pre-reformer heat exchange sudagesion. To simulate this event, the produgtArer

considering Eg. (7) and Eq. (8) applied to thengfermer, is reduced according to the following &ipn:
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Urer rArerr :UREFA?EF(]'_X) (15)

where the coefficient has the same definition of the coefficiént
The last fault fg) is related to the increase in the stack poldomaibsses, which results in a sudden decreaskein t
stack voltage. Such a fault is simulated herein&fyedecreasing stack voltage (see Eq. 4) by afsgpamount according to

the following relationship:

Vsorer = Vsore (1 - 8) (16)

whereg, as¢ andy, is a coefficient varying in the range [0,1] ahdsirelated to the fault magnitude.

Since the purpose of the paper is to detect ardtésa fault at system level, rather than at stagkl, the use of a
simplified model for the stack voltage simulatios sufficient. Due to the mathematical approach lestepted, each
coefficient of the mathematical regression accotmtseveral physical phenomena occurring in thekstthus referring to
the different polarization losses (i.e. ohmic, aamtcation and activation). Therefore, the introduttof a global
multiplicative coefficient was considered enoughatle realistic to reproduce the effects of thasidered fault.

Through the simulation of the aforementioned faatts specific magnitude level it is possible toidequantitative
relationships linking the monitored variables vagda to the fault magnitude. The SOFC system maslexploited to
simulate in parallel the system both in normal &éndty conditions. First of all, with respect tcetmodel parameters listed
in Table 2, the normal values of the monitoredafaligs are generated for two different operatinglitmms, with a load of
25 A and 40 A respectively (see Table 3). Thesaemhre taken as reference for the definition efttiheshold values and
for the evaluation of the residuals. It is worttessing again that from each monitored variablgnapsom can be derived,
thus the list of monitored variables is directiykiéd to the list of symptoms of the FSM (see TdbleThe first operating
condition (OC1 in Table 3) is taken as referencgeafbthe faults except for the fadlf which is referred to the second one
(OC2 in Table 3). This choice is strictly relatedthe simulation procedure of the fafitt as mentioned before, the Pl is
disabled and the load value is changed from 25 AQA\ (i.e. increment of 60%). Thus, the residualstrbe computed

referring to the operating conditions at 40 A, aftee fault took place.
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Afterward, the system is simulated in faulty comtis, obtaining a different set of variables vaJuésough which the
residuals can be computed. In the present cadduats are not evaluated as shown in Eq. (1), ey are computed as

relative values, as follows:

~

‘Y -y
L __1noo 17)

r =

This gives for each monitored variable a unifornalesation of the deviation from the normal condisoand the same
choice of the thresholds values. Indeed, the tloldshare defined as a percentage of the normahblas values, which in
turn depend on the current operating condition.sTlnstead of fixed thresholds, the authors assumaédble thresholds

according to the current operating status.

8. RESULTSAND DISCUSSIONS

The faults described in the previous paragraph Heeen simulated assuming a fault magnitude of ab0b. For
example, referring to the air leakage fault, thielddameter size is set to 2.5 mm, which correspdodan outlet mass flow
through the hole of 2.526 kg/h, whereas air flowmormal operation equals 23.126 k¢gke Table 3). With this diameter
value, the leakage roughly corresponds to the 108tecair mass flowing in normal conditions. Thdyoexception is made
for the simulation of faulff,, choosing a 50% magnitude size. The reasons ferassumption are explained in the
following.

Five simulations have been performed to reprodheeotcurrence of all the considered faults, duta¢ohypothesis
that only one fault at a time can occur in the exyst This assumption is considered since the purpbsieis work is to
understand the effects of each fault on the estistem. Indeed, considering one or more faults é@ipg simultaneously
can induce cumulative effects which hinders a uradault isolation, which is the chief objectivetbe work.

As an example, to simulate the increase in thélaiver mechanical losses, the fault coefficiéns raised from 0 to
0.1. This value may correspond to an incipienttf@iue. magnitude of 10%). The effects consisthe tncrease in the
blower power and in the temperature at the blowglety as expected from equations (12) and (13giheresented in
Figure 7. From Figure 7-a it is possible to notitat, when the fault occurs at 2500 s, the blovesvey suddenly diverges

from 0.4692 kW, reaching at steady state a valu@.5?23 kW (i.e. a variation of about 11.3%). Oa tither hand, the
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outlet temperature variation reported in Figure, €dnsists in a rapid growth from 85.68°C to 89@&2Corresponding to a
variation of around 1% (evaluated in Kelvin) ataste state.

Another example is here presented with respedtesimulation of the pre-reformer heat exchangésarcorrosion.
This fault is simulated reducing the characterigtie-reformer surface according to equation (1%)is Tevent directly
affects the pre-reformer outlet cold fluid temparat(see equation (8)), used as the referenceefowener temperature for
the computation of the outlet fuel composition. Taelt coefficienty is risen from 0 to 0.5 at 2500 s, causing a redangh
the pre-reformer temperature to 604.41°C (Figued,8hich is about 9.8% less than the referenceéeature (see Table
3). This reduction causes a variation into theadutlel composition, as showed in Figure 8-b, whaeehydrogen molar
flow variation is depicted.

The simulation results of all the considered fauitserms of residuals are presented in Figure @resleach chart
represents the residuals values (blue bars) comighteugh Eq. (17), after reaching a steady-statelition during the
simulation process. On theaxes the numbers of each monitored variable stedliwith reference to the order followed in
Table 3. In this figure are also sketched two thoés values, fixed respectively to 1% and 5% of vhkies attained by
each variable during normal operations (the finsted straight-dot line and the second in greemethdine respectively).
The 1% threshold is assumed in order to highligetrhinimum influence on certain variables, whetbass% threshold is
then introduced to remark the effects on the diagnaccuracy when setting a different level. Adjyalvhen facing real
system applications, the threshold choice is $yricklated to the model accuracy, the resolutiontlué available
measurement devices and the measurement noise.oWorethe choice of the optimal threshold level idtiobe a
compromise between the capability of detectingpireit faults and reducing the probability of faddarms (see Figure 5).
The symptoms’ vectors computed for each threshaldevare collected in the Modified Fault SignatMatrixes (MFSMs)
of Table 4 and Table 5.

The two MFSMs are compared with the FSM of Tabbnd the differences with respect to the symptorastars of
the FSM are highlighted in Table 4 and Table 5 gisingrey background colour for the cells of theteex As a first
remark, from Table 4 it can be asserted that, niefgto those of the FSM of Table 1, two fault pats (i.ef, andf,) are
kept unchanged, whereas, in the MFSM of Table East one symptom is changed.

For faultf; (air blower) it is possible to point out that thdification in the MFSM of Table 4 occurs only ttee
symptoms,,(air temperature at cathode inlet), which is noeriavolved in the isolation process of this spediiult (i.e. is
changed from 1 to 0). The motivation for this digmancy resides in the small increment in the aivflabout 0.048 kg/h,

barely visible in Figure 9 symptom &) induced by the controller to keep the stack tenajoee near the set-point. This
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increment leads to the compensation of the temperatt the blower outlet, which could induce, ircamtrolled condition,

an increase in the stack temperature. On the bt®al, the symptoms’ vector related to a threshmldllof 5%, presented

in Table 5, differs from the one of the startingW8f Table 1 not only in the air temperature ahoale inlet (symptom,g),

as for the previous one, but also in the net etepwwer (symptom$ and the temperature at the blower outlet (symptom
s), all changing from 1 to 0. However, this variatis motivated by the small residuals values of df@rementioned
variables, which are all lower than 5%.

The symptoms’ vector related to faft(air leakage) does not present any variation witinreshold level of 1%,
whereas for a threshold level of 5% the MFSM shques one different symptom (i.e. the net power mpiom g —
switches from 1 to 0). Indeed, the percent vanetibthe net electric power is about 1.9%, thuggiring a symptom only
for the 1% threshold value.

As mentioned before, the temperature controlldufaidoes not require a specific sub-model, bus induced by
switching off the PI controller at a certain timedachanging afterwards the required current. Ia taise, the detection of
the fault is performed comparing the variables galobtained after the controller switch off to thetpected values (i.e.
obtained with the controller switched on) at thevroperating condition. In this way, the controlfaeilure can be identified
considering the different adaptation of the momitbvalues. In the specific case, the load is chéfigen 25 A (i.e. OC1)
to 40 A (i.e. OC2) and the variables values reldtecdach operating condition are listed in Tabldr3this case, the
presented results cannot be related to a spedifitt fmagnitude because of the binary nature offthét, i.e. the PI
controller can be either on or off. For this regsttie amplification of the effects can only be eféal by the current step
change. From Figure 9, we can observe that altébluals but two diverge from zero. This behavieads to the two
symptoms’ vectors presented one in Table 4 forestiold of 1% and one in Table 5 for a threshol8%fWhat emerges
from the comparison of these symptoms vectorsdabdhthe starting FMS of Table 1 is that both tlve new symptoms’
vectors show several discrepancies. First of lal,fuel temperature at anode inlet (symptgjrbecomes 0 in both cases.
This difference is due to its residual value lowean 1% (see Figure 9). However, the substantfidrdinces belong to the
blower power (symptomy) the excess of air (symptorg) @nd the air mass flow at cathode inlet (symptagg shich
become all 1. The explanation of these changede®gén the controller fault simulation process. @aned to the detection
based on the FTA of Arsie et al. [4], the simulatentails a current demand variation, which iscutsidered by the FTA
in [4]. The other differences, showed only by tgemptoms’ vector for a 5% threshold, are due tortiated low residuals

values.

23



As observed for the fault,falso the symptoms’ vectors related to the fapukhow several discrepancies. What is
important to remark is that the magnitude usednulate this fault was set to 50%, due to the lofluence of the fault on
the related variables, as can be observed fromr&iguConcerning the symptom vector for a threshelel of 1%, four
symptoms change from 1 to O: the blower power (2gmps), the excess of air (symptorg),sthe post-burner exhaust
temperature (symptom)sand the air mass at cathode inlet (symptein Blowever, the main significant difference resides
in the post-burner exhaust temperature. Indeed, vhiiable seems not to be affected by this fauie other symptoms
changes are all due to the related low residudisega The same conclusions can be extended atbe tymptoms’ vector
for a 5% threshold, which shows five more symptdmisig zeroed.

Finally, the symptoms’ vector for the faudlf in Table 4 is exactly the same of the one in Tahlevhereas the
symptoms’ vector in Table 5 differs from this lattey four symptoms, which are changed from 1 ta@ to the small
residual values compared to a 5% threshold.

On the basis of the above results, the first olsgEw which can be made on the FSM of Table 4 as &l the rows
are different from each other, allowing the univddentification of the considered faults, whicmoat be performed with
the starting FSM of Table 1. Furthermore, only tews are rather modified (faulf &nd fault §), whereas other two are
kept unchanged (fault fand fault §). On the other hand, the FSM of Table 5 is quiffeknt from the starting FSM of
Table 1, since all the rows have been changed. Gméyrow (fault § has only one symptom changed, whereas all the
others present at least three different symptorhgesaMoreover, the rows associated to the faulad § present the same
pattern hindering the possibility to exploit thiS¥ for an univocal isolation process.

To deepen the effects of the operating conditionshe MFSMs development, all the faults considenethis work
have been analysed also with respect to the opgratindition OC2, with a current load set to 40sAg Table 3). Under
the hypothesis of one fault occurring at a timéudt magnitude of about 10% has been considenethfdts f, f, and §,
whereas a fault magnitude of 50% has been considerdault f,, according to the same motivations previously cegi.
Fault § has been simulated imposing a change of operatimglition from OC2 to OC1, thus referring the obal
residuals to this latter operating condition. Tlesults of the simulated residuals are presentefigare 10. From the
analysis of this figure, it is possible to obsetivat a change in the operating condition does videetly affect the residual
sizes, and in turn the MFSMs design. Indeed, assyimi5% threshold, the same MFSM of Table 5 isinbta On the
other hand, if a 1% threshold is assumed, slightifivations in the MFSM occur. With respect to tM&SM presented in
Table 4, three symptoms become 0: for faylttfe air temperature at compressor outlet (symmdnfor fault f;, the fuel

temperature at anode inlet (symptoghand the hot fluid temperature at air pre-heatkti(symptom §. This symptoms
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change is caused by the slight reduction in theluess sizes, that are all below 1%. As an exantpkeresidual related to
symptom g for the fault f has a size of 0.99% with a fault magnitude of 18¥hough near the threshold, this value does
not trigger the related symptom, hindering an uoatasolation process with the obtained MFSM. Irdjebe symptoms’
vector of fault f is in this case the same of fault(&s for the MFSM of Table 5 for OC1). This reautiderlines the need
for setting a proper threshold value during the MBSIesign, which should take into account, on ceradhthe accuracy of
the model and the available measurement devicesanthe other hand, also the working conditionsvinch an SOFC
system can operate.

Concerning the effects of the fault magnitudesitwiorth noting that the purpose of the present pap& give a
detailed description of the design procedure ofaltFSignature Matrix with main focus on incipidatlts (i.e. with low
magnitude). As already observed for faylat OC1, a small fault magnitude does not induseaificant variation in the
residuals values, triggering few symptoms evenghowith a 1% threshold level. As an example, withagnitude of 10%,
the simulation of faultfleads just one symptom (i.e. symptoghts hardly overcome the 1% threshold level (segifé
11). Indeed, its residual value is about 1.25%.okdingly, small magnitude faults lead to a MFSMhwihainly zeros. On
the other hand, high magnitude faults lead to thposite effect. In Figure 12, the residuals simadawith a fault
magnitude at 50% are sketched. The comparisoneskthesiduals with two threshold levels gives tHeSMs presented in
Table 6 and Table 7, for 1% and 5% thresholds mis@dy. In these Tables, the modifications witlspect to the FSM of
Table 1 are highlighted using a grey backgroundurolor the cells of the vectors, whereas the thffees with the MFSMs
of Table 4 and Table 5 are highlighted using blbold edges. Comparing the MFSM of Table 4 with thfaTable 6, the
latter shows three more symptoms becoming 1 wipeet to the former. In the specific, symptomarsd g, are triggered
for fault f,, whereas, symptony $ecomes one for fauls.fNevertheless, comparing the MFSM of Table 7 lig one of
Table 5, six symptoms differ: for fault,fsymptoms sand § become one; for fault,f only the symptomssis further
triggered; finally, for fault §, symptoms & s; and g, become active. It is worth noting that both the Wk of table 6 and
table 7 can be used for an univocal isolation efghoposed faults. According to this result, ip@ssible to point out that,
considering a higher fault magnitude, the overlagpmf the symptoms’ vectors related to faultarfid § with a threshold
level of 5% (see Table 5) can be avoided. Howevaing the magnitude of the considered faults dutire MFSM design
process hinders the capability of detecting incipiaults, increasing the risk of system damage gerormance losses
when applied.

After these comments some general remarks arisst.dfiall, it is worth recalling that the FSM whasilt via fault tree

analysis, whereas the MFSMs were built by explgitan SOFC system model with embedded faults simukat The
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former signature matrix building process dependshenavailable system knowledge and on the expagidmought from
either literature or on-field data. A lack of knadbe on the faulty processes as well as the diffssuof accounting
multiple phenomena affecting each fault may lirhi achievement of an effective fault isolation. tBa other hand, the
model-based FSM building process can enhance thieidalation by introducing quantitative analydidoreover, complex
non-linear interactions among processes are aceddat and, thus, a more complete study on theroecce of each fault
can be developed. Therefore, the design of anyndgig tool can be accomplished with less experiateasources and in a
more systemic way. As seen before, another advanthghe model-based approach is the possibilitysdtve the
compromise among detection capability, number odsneement devices, risk of false alarm and misteteovhich are
strategic issues in FDI algorithm design and im@etation. However, developers must be aware of gmmlelems that
may arise when using models with low accuracy oorpfault process description. Another general rdtzas to be
reported about the sensitivity of the isolationqass with respect to the residuals generated wif@mteoccurs. It has been
discussed above that a threshold below 5% has sebto detect faults whose occurrence affect tréopnance of the
faulty sub-system by 10%; this means that a sodaofiping or a loss of information brought from #ignal occurs in the
detection process. Therefore, an improvement ofiiection capability has to be considered to emeethe sensitivity of
the fault isolation process. Since the amount afveble information depends on the number of imsthimeasuring
devices, one way to increase the sensitivity iprtibe the input variables (both control and exogsh@nd derive from
them other features (i.e. residuals). Such an agprg21] may be awkward to implement because theitoring model
must reproduce the inverse process, which —in a&rgeneral sense— entails simulating the inputs fametion of the
outputs. These aspects have to be considered whelementing new SOFC system diagnosis with improfadts

isolation capabilities.

9. CONCLUSIONS

In this paper the design of a methodology to suptia development of a diagnosis algorithm for &@ixide Fuel
Cell (SOFC) systems has been presented. Basitdadlyfault isolation task has been addressed ipdper. This part of the
diagnosis design process represents the main tesoe solved during diagnostic algorithm developtm@nmodel-based
approach relying on the simulation of both normad &aulty behaviour of a monitored SOFC system lieen described.
The model is based on a dynamic (lumped) modelldped in [1][2][3], which is enhanced by includifigrther sub-

models for the simulation of five faults at systéemel. The faults simulation is useful to generateobust reference
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database, implemented during the isolation proddss first version of the initial reference infortieen (i.e. Fault Signature
Matrix — FSM) has been derived from the Fault TAealysis (FTA) performed by the authors in [4] arek been obtained
through a heuristic approach, which takes into antonly qualitative links between symptoms andtfadro implement a
guantitative process, the mathematical model has bensidered to simulate all the faults in a n&MFFor each fault,
two threshold values has been considered at 1% %ndf the normal operating values, respectively}chBhreshold level
led to a specific symptoms’ vector and this lattas been then compared to the FSM symptom vecttreofame fault.
Two different Modified Fault Signature Matrices (BMs) have been obtained and can be exploited frdthgnosis
algorithm implementation. The influence of changthg operating conditions and the faults magnitadehe MFSMs

development has been also investigated.
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APPENDIX A

A.1 Fault f;: Air Blower Fault

The fault considered for the air blower consistaofincrease in the mechanical losses, which l&ads upsurge of
the compressor absorbed power and outlet temperalmrnormal conditions, from the definition of timeechanical

efficiencyngey it is possible to define the absorbed power astfan of the compressor power as:

P, = Pewe — Mair TaiinCo (ﬂ(k—l)/k _ 1) (A.1)
Nem Nemis

where riicmp is the compressor mass floW,mp,inis the compressor inlet temperatucg,is the specific heat capacity at
constant pressure;s is the isentropic efficiency an@lis the pressure ratio. Instead, the outlet tenped mp ouiCan be

evaluated as:

TCMP,out = Tair,in |:1+ ﬂi (ﬁ(k_l)/k - 1):| (A.2)

When the fault occurs in the system, the mechasifi@iency decreases according to the following:la

Nemr = Mem (1_5) (A.3)

where¢ is a coefficient limited into the range [0,1]. Thuhe absorbed power in faulty condition is:

P M TairinC P
=) — fomp air | airin ~p (k=2)/k _1)=_"EM (A.4)
= Hemr (1_5)77EM Mis (ﬁ ) (1_5)

The power increment compared with that in normaldition can be considered as a thermal {@ss
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Q= PEM,F_ PEM =

—Ry =Ry ﬁ (A.5)

(1-¢)

To define the outlet temperature in faulty conditibe following assumption is made: a fraction lué thermal loss (i.e.

50%) is transmitted to the fluid as thermal powdus, it is possible to write:

Q _ .
E =myC, (TCMP,out,F _TCMP,out) (A.6)

and the outlet temperature in faulty condition is:

1/ P ‘
TCMP,out,F = TCMP,out + L = Tair,in |:1+ - (ﬂ (et 1):| + i— =

2I(haircp ”is 2rnairc'p (1_5)
1 (e T . ) ¢
:Tair in 1+ — (k-1)/k _1:|+ air,in (k=1)/k -1 - (A7)
’ |: 7/is (ﬁ ) 277EM’7is (ﬁ ) 1_5)

IB(k—l)/k -1

=T {1+ . (“ 2(1—§)f7EM ﬂ

A.2 Fault f,: Air leakage between air compressor and pre-heater

The connection between the air blower and the r@ithgater is guaranteed through the utilizatioa pfpe, which is
assumed horizontal and with constant section (Eiduf). In this figure the subscript air is neg&ttFurthermore, the gas
is considered perfect and all the heat exchang®egeba the pipe and the ambient are neglectedt{eepipe and the gas are
considered isothermal). All these assumptions areldmental for the purpose of reducing the comjmtat burden.

Considering the pipe of Figure A.1, the mass corsiEm equations can be written as follows:

rhair,in = mair,out =m=const. (A.8)

31



Accounting that for all the following equations thensidered gas is air, all the subscripts willviriten without the

statemenair. Under the assumption of constant section, the&&) becomes:

PinVin = PoutVour = PV =CONSI (A.9)

wherev is the straight velocity (i.e. the component oftee in the direction of the flow — perpendicularthe pipe section).

Differentiating the Eq. (A.9):

dp =- dv (A.10)

p v '
and the gas state equation in isothermal conditions

d

P p
and combining the Eq. (A.10) and Eq. (A.11) togetttee following equation can be carried out:

d dv d d

WPV dv=—vP o ydy=-2 P (A 12)

p v Y Y

Considering the mechanical energy equation in iiffeéal form (neglecting the height difference begn pipe inlet and

outlet):

dp +vdv+ L vidx=0 (A. 13)
P
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where the last term corresponds to the frictiorséss it is possible to substitute the Eqg. (A.12p ithe Eq. (A.13),

obtaining:
%’_VZ@J,LV?dX:o (A. 14)
p p 2D

Taking into account the perfect gas equation, tipe(&.14) can be written as:

> pdp- dp+—dx 0 (A. 15)

RT(V )

Integrating the Eqg. (A.15) on the entire pipe léngt

(pfut—loii)_| Pou |, T Z g A. 16
RTp) 0 "D a1

pin

With further mathematical passages, Eqg. (A.16)mmmritten as [35]:

2 pZA . TD4 p . 2 p ) f L
R air,in air,out -1|- |n air,out + _(_j — 0 (A. 17)
32 I’nalr in palr in pair,in 2 D

through which the outlet air pressure can be cated| upon the knowledge of the pipe lerigénd diameteD and the air

input conditions (i.e. densipgiin, mass flowsy; i, and inlet pressungy in)-

The air leakage can be simulated through the inttioh of a hole with diametddy, as sketched in Figure A.2. In
this figure it is possible to identify three maiontrol volume: the volumes 1 and 2, whose outleipprties are easily
calculated through Eqg. (A.8) and Eq. (A.17), and thiddle volume of lengtby, where the hole is located. The mass

balance in this latter control volume can be wnithes:
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rT']air,in,Z = mair,out;l - rhH (A. 18)
wheremy is the hole outlet flow, which can be calculatedading to [34] and [38] using nozzle equationglwked and

un-choked flows. To distinguish between these tiffergnt conditions, the Critical Pressure RatioP) must be

considered:
kalr/(kair _1)
2k .
CPR: pamb — air (A_ 19)
pc kair +1
WhenpamdPairout, 1> CPRthe flow is subsonic (un-choked condition) andabéet flow can be modelled as:
2 ]/kair (kair _l)/ kair
m — n-CD DH p [ pamb j 2|(air 1_[ pamb J (A 20)
H [ air,out,1 .
4 TR/M air pair,out,l kair _1 pair,out,l
while, if PamdPairout1 < CPR the flow is sonic (choked condition) and the eutlow is computed as:
n_CDDEI \/k_ 2 (kair+1)/[2[ckair_l)]
rhH = — = pair,outl (A' 21)
4V TR/M air kaif +1

To evaluate the air properties after the hole aggimption of a constant velocity is made Wgeut1 = Vairin2)-
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MODEL PARAMETER UNIT VALUE
Geometrical cell areA cnt 100
Cells numbenggs - 150
Stack heat capacitfsorc JK?! 8234
Fuel utilizationUs - 0.7
Inlet air temperaturéy; in °C 25
Inlet air pressur@am Pa 16
Blower pressure rati - 1.3
Electric motor efficiencygm - 0.9
Pre-heater heat exchanger transfer coeffidigat | W m?K™* 200
Pre-heater heat exchange afga m? 0.3
Pre-heater heat capacKye JK? 316
Reformer heat exchanger transfer coefficldgt: | W m? K™ 200
Reformer heat exchange amgr m? 0.06
Reformer heat capacitrer JK?! 59




# MONITORED VARIABLE UNIT OoC1 0C2

1 Stack power kw 2.895 4.3095

2 Compressor power kw 0.4692 0.7696
3 Net power kw 2.4263 3.5399

4 Stack Temperature °C 825.00 825.00
5 Excess of air - 4.8124 5.1908

6 Fuel temperature at anode inlet °C 700.01 707.64
7 Post burner exhaust temperature °C 1065.6 1050.2
8 Air temperature at compressor outlet °C 85.68 682.

9 Hot fluid temperature at air pre-heater inlet °C 862.32 856.28

10 Air temperature at cathode inlet °C 700.22 683.6
11 Current density Ach 0.25 0.40

12 Stack voltage \% 115.82 107.74
13 Air mass at cathode inlet kg h 23.126 39.911

14 Temperature at anode outlet °C 825.00 825.0(
15 Air temperature at cathode outlet °C 825.00 @25.
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Figure Captions

Figure 1 — Model-based fault detection scheideand Y are the control and the measured variables,
respectivelyN is the noise an#f are the simulated variables.

Figure 2 — SOFC system scheme, adapted from [1]4nd
Figure 3 — Fault Tree for the SOFC air blower [4].
Figure 4 — Example of a symptom type behaviouifggrént threshold levels.

Figure 5 — Threshold setting process accordingateefalarm and missed fault probability, adaptednfr
[37]; comparison between deterministic (upper) prababilistic (lower) residual evaluation process.

Figure 6 — Integration of physical knowledge-basmad model-based approaches for FSM robust
development.

Figure 7 — Increase in the blower power (a) andebsémperature (b) due to the mechanical effigrenc
reduction of about 10%, with respect to OCL1.

Figure 8 — Variation of the pre-reformer temperat¢a) and hydrogen molar flow (b) due to the heat
exchange surface reduction, with respect to OCL1.

Figure 9 — Faults simulation results: comparisomm@gnthe residuals and the defined thresholds afr&eo
straight-dot line) and at 5% (green dashed linegthefmonitored variables values at normal condsticail
the considered faults bisthave been simulated with respect to OC1, wheteafatltf; residuals have been
evaluated with respect to OC2.

Figure 10 — Faults simulation results for operatngdition influence analysis; all the consideradltfs but
f; have been simulated with respect to OC2, wheteafatltf; residuals have been evaluated with respect to
OCl1.

Figure 11 — Fault simulation result for fault with a fault magnitude of 10%; the residuals h&een
evaluated with respect to OC1.

Figure 12 — Faults simulation results for fault miagde influence analysis: the fault magnitude here
considered has been set to 50%; all the considarés butf; have been simulated with respect to OC1,
whereas the fauft residuals have been evaluated with respect to OC2.

Figure A.1 — Schematic representation of the pgreecting the air blower and the air pre-heater.

Figure A.2 — Schematic representation of the aikdge into the pipe from a hole of diamddgr
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FR — Fault Region Time
SR — Safe Region
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