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Abstract. Let X,U and Z be Banach spaces such that Z ⊂ X (with continu-

ous and dense embedding), L : Z → X be a closed linear operator and consider

closed linear operators G,M : Z → U . Putting conditions on G and M we

show that the operator A = L with domain D(A) =
{
z ∈ Z : Gz = Mz

}
generates a C0–semigroup on X. Moreover, we give a variation of constants

formula for the solution of the following inhomogeneous problem
ż(t) = Lz(t) + f(t), t ≥ 0,

Gz(t) = Mz(t) + g(t), t ≥ 0,

z(0) = z0.

Several examples will be given, in particular a heat equation with distributed

unbounded delay at the boundary condition.

1. Introduction. Given Banach spaces X,U and Z such that Z ⊂ X (with con-

tinuous and dense embedding) and closely defined linear operators L : Z → X and

G,M : Z → U, we consider the Cauchy problem{
ż(t) = Az(t), t ≥ 0,

z(0) = z0,
(1.1)

where

A := L, D(A) :=
{
x ∈ Z : Gx = Mx

}
.
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This problem can be reformulated as the following boundary problem
ż(t) = Lz(t), t ≥ 0,

Gz(t) = Mz(t), t ≥ 0,

z(0) = z0.

(1.2)

Then z is a classical solution of the standard Cauchy problem (1.1) if and only if z

is a solution of the boundary problem (1.2).

The first objective of this paper is to find conditions on G and M for which the

Cauchy problem (1.1) (and hence the boundary problem (1.2)) is well-posed.

Problem (1.2) can be considered as the following input–output boundary system
ż(t) = Lz(t), t ≥ 0,

Gz(t) = u(t), t ≥ 0,

z(0) = z0,

y(t) = Mz(t), t ≥ 0,

(1.3)

with the feedback law ′u(t) = y(t)′. The well-posedness of the problem (1.1) is then

reduced to the investigation of the feedback theory for the input–output system

(1.3). Intuitively, the operator A will coincide with the generator of the closed–

loop system associated to (1.3) and the feedback law u(t) = y(t). In order to use

the (recent) feedback theory in the standard way (mainly developed for distributed

systems, see e.g. [16]), additional conditions on L,G and M should be satisfied

to reformulate the boundary system (1.3) as a distributed linear system. In the

literature, there are natural conditions on G and L such as G is onto and the

restricted operator A ⊂ L with domain D(A) = kerG generates a C0–semigroup on

X. It is well-known that these conditions imply that the input equation associated

with (1.3) can be rewritten as ż(t) = Az(t) + Bu(t), t ≥ 0, for an unbounded

control operator B : U → X−1, where X−1 is an extension of the state space X

(see Section 2 for definitions). If we denote by C the restriction of M to D(A),

the system (1.3) is transformed in the state space form ż(t) = Az(t) + Bu(t) and

y(t) = Cx(t). We now can state the other condition: we assume that the triple

operator (A,B,C) generates a regular linear system Σ on X,U,U (in the Weiss

sense [16]) with the identity operator I : U → U as an admissible feedback (this

will give sense to the feedback law u(t) = y(t)). We will prove in the first main

result of this paper (Theorem 4.1) that the operator A coincides with the generator

of the closed–loop system associated with the system Σ, hence it generates a C0–

semigroup (T (t))t≥0. In the second main result (Theorem 4.3), we show that the

solution of the inhomogeneous boundary problem
ż(t) = Lz(t) + f(t), t ≥ 0,

Gz(t) = Mz(t) + g(t), t ≥ 0,

z(0) = z0,

(1.4)

has a unique (mild) solution given by the formula

z(t) = T (t)z0 +

∫ t

0

T−1(t− s)(Bg(s) + f(s)) ds

for all z0 ∈ X and t ≥ 0, where T−1(t) is the extension of T (t) to X−1 and B : U →
X−1 is the unbounded control operator given above. Here the nonhomogeneous

terms f and g are p–integrable functions. Some examples on the well-posedness

of a difference equation, and a heat equation with delay at the boundary will be
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studied using the obtained abstract results. The techniques used in these examples

can be also used to treat more general examples such as heat equation in a domain

of Rn and also for neutral equations.

We first mention the previous results in the literature and we compare them with

the ones that we obtain in this work. We shall first recall that the abstract theory of

boundary control systems started with Fattorini [6] was significantly developed by

Salamon [10]. We refer to [1], [3], [11] and [12, chap. 10] for recent developments on

boundary problems. Perturbation theory of boundary problems was mainly devel-

oped by Salamon [10] and Greiner [7]. In [10, Corollary 4.5 (iii)], Salamon showed

that (1.1) is well-posed in the case of M ∈ L(X,U) or U is finite dimensional space,

using feedback theory. The same result has been proved by Greiner [7] using Desch-

Schappacher perturbations [4]. We refer also to [9] for recent application of Greiner

results. In the present work we have considered unbounded boundary perturba-

tions M ∈ L(Z,U) (with possibly Z ⊂ X) and infinite dimensional boundary space

U . The importance of the results comes from the fact that the approach is based

on methods that are not simply extensions of the methods used by Salamon and

Greiner. In particular, we make use of the recent feedback theory of regular linear

systems [16]. One of the keys in the proof of the first main result (Theorem 4.1)

is Lemma 3.6 which show that the unbounded perturbation M coincides with the

Yosida extension of an appropriate admissible observation operator. This help us

to identify the generator of the closed–loop system associated with the system (1.3)

and the operator A. We mention that in [10, Cor. 4.5], Salamon only proved the

identification in the case of bounded operator M or if the input space U has finite

dimension. The well-posedness of the inhomogeneous boundary problem (1.4) is

not treated in the aforementioned references. The proof of the well-posedness of

the problem (1.4) is very technical which use matrices transformations and closed–

loop systems. We think that the results of this paper made a good case that the

feedback control system-based method is the “right approach” in dealing with this

particular class of problems.

The organization of the paper is as follows: In the next section we recall some

notations and results on feedback theory of distributed linear systems. In Section 3

we discuss some facts about boundary control systems. Section 4 contains our main

results on unbounded perturbations of the generator domain. The last section is

devoted to examples.

2. A background on well-posed and regular linear systems. Let X,U and

Y be Banach spaces and T := (T (t))t≥0 be a C0–semigroup generated by (A,D(A))

on X. The type of T (t) is defined as ω0(A) = inf
{
t−1 log

(
‖T (t)‖

)
: t > 0

}
. We

denote by X1 the domain D(A) endowed with the graph norm. For λ ∈ ρ(A) (the

resolvent set of A) we set R(λ,A) := (λ−A)−1. The completion of X with respect to

the norm ‖x‖−1 := ‖R(λ,A)x‖ for some λ ∈ ρ(A) is called the extrapolation space

associated with X and T . We denote this space by X−1. Note that the norms

‖ · ‖−1 are equivalent on X w.r.t. λ ∈ ρ(A), hence the space X−1 is independent

of the choice of λ. The unique extension of T on X−1 is a C0–semigroup which we

denote by (T−1(t))t≥0, and whose generator is denoted by A−1. For more details

and references on extrapolation theory we refer, e.g., to [4, Chap. II].

Let us now recall some useful tools on abstract regular linear systems. For more

details on the topic we refer to [11, Chap. 5 and 7], [15] and [16].
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Let u ∈ Lp(R+, U) (R+ := [0,+∞)) and t ∈ R. The truncation Pt and the right

shift St are defined by

Ptu(s) :=

{
u(s), s < t,

0, s ≥ t,
, Stu(s) :=

{
u(s− t), s ≥ t,
0, s < t,

respectively. The τ−concatenation (τ ≥ 0) of u, v ∈ Lp(R+, U), denoted by u♦
τ
v,

is the function

u♦
τ
v := Pτu+ Sτv.

Definition 2.1. A well-posed linear system on the state space X, the input space

U and the output space Y is a quadruple Σ := (T,Φ,Ψ,F) such that

(i) T := (T (t))t≥0 is a C0–semigroup on X.

(ii) Φ := (Φt)t≥0 is a family of bounded linear operators from Lp(R+, U) to X

such that

Φt+τ (u♦
τ
v) = T (t)Φτu+ Φtv (2.1)

for u, v ∈ Lp(R+, U) and t, τ ≥ 0. We call (T,Φ) control linear system on

X,U .

(iii) Ψ := (Ψt)t≥0 is a family of bounded linear operators from X to Lp(R+, Y )

such that Ψ0 = 0 and

Ψt+τx = Ψτx♦
τ

ΨtT (τ)x (2.2)

for x ∈ X and t, τ ≥ 0. We call (T,Ψ) observation linear system on X,Y .

(iv) F := (Ft)t≥0 is a family of bounded linear operators from Lp(R+, U) to

Lp(R+, Y ) such that F0 = 0 and

Ft+τ (u♦
τ
v) = Fτu♦

τ
(ΨtΦτu+ Ftv) (2.3)

for u, v ∈ Lp(R+, U) and t, τ ≥ 0. The operators Ft, t ≥ 0, are called input-

output operators of Σ.

Example 2.2. Let p ∈]1,+∞) and U be a Banach space and X = Lp([−1, 0], U)

be the space of all p–integrable E–valued functions. Let T (t) : X → X, t ≥ 0, be

the operators defined by

(T (t)f)(θ) :=

{
f(t+ θ), t+ θ ≤ 0,

0, if not.

It is well-known (see e.g., [4]) that (T (t))t≥0 is a C0–semigroup on X. Now let

Φt : Lp(R+, U) −→ X, t ≥ 0, be the linear operators defined by

(Φtu)(θ) :=

{
u(t+ θ), t+ θ ≥ 0,

0, if not.

It is not difficult to prove that (T,Φ) is a control system on X,U .

Let Ψt : X → Lp(R+, U), t ≥ 0, the operators defined by

(Ψtf)(σ) :=

{
f(σ − 1), σ ≤ 1,

0, if not

for any σ ∈ [0, t). For σ ≥ t we put (Ψtf)(σ) = 0. Then one can see that (T,Ψ) is

an observation system on X,U .
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Let for any t ≥ 0, σ ∈ [0, t) and u ∈ Lp(R+, U)

(Ftu)(σ) :=

{
u(σ − 1), σ ≥ 1,

0, if not.

For σ ≥ t we put (Ftf)(σ) = 0. Then (T,Φ,Ψ,F) is a well-posed linear system on

X,U,U .

Due to causality properties (see e.g., Weiss [15]) one can define the operators

Ψ∞x := Ψtx and F∞u := Ftu on each interval [0, t]

for x ∈ X and u ∈ Lploc(R+, U). Hence, Ψ∞ ∈ L(X,Lploc(R+, Y )) and F∞ ∈
L(Lploc(R+, U), Lploc(R+, Y )) are called the extended output map and the extended

input-output map of the system Σ, respectively. Due to (2.3) and by letting t→ +∞
one obtains

F∞(u♦
τ
v) = F∞u♦

τ
(Ψ∞Φτu+ F∞v) (2.4)

for u, v ∈ Lploc(R+, U) and τ ≥ 0.

The fact that (T,Φ) is a control system implies (see Weiss [14]) that there exists

a unique operator B ∈ L(U,X−1), called admissible control operator for A, such

that

Φτu =

∫ τ

0

T−1(τ − σ)Bu(σ) dσ (2.5)

for any τ ≥ 0 and u ∈ Lp(R+, U). In addition, for all z0 ∈ X and u ∈ Lploc([0,+∞),

U), the initial value problem

ż(t) = Az(t) +Bu(t), z(0) = z0, (2.6)

has a unique solution in X−1. This solution is given by z(t) = T (t)z0 + Φtu, t ≥ 0,

and satisfies z ∈ C([0,+∞), X) ∩W 1,p((0,+∞), X−1). Moreover, if z0 ∈ X and

u ∈ W 1,p
loc ((0,+∞), U) are such that Az0 + Bu(0) ∈ X then the solution z of (2.6)

satisfies z ∈ C([0,+∞), Z) ∩ C1([0,+∞), X), where Z = D(A) + R(λ,A−1)BU for

some λ ∈ ρ(A) (see [12, Chap. 4] and [11, Chap. 4]).

If B is an admissible control operator for A, then according to [11, Prop. 4.2.9],

for all α ∈ C with α > ω0(A), there exists a constant cα > 0 such that

‖R(λ,A−1)B‖ ≤ cα
p
√

Reλ− α
(2.7)

(see also [12, Prop. 4.4.6, page 128] in the case of p = 2 and Hilbert spaces X,U).

We say that C ∈ L(D(A), Y ) is an admissible observation operator for A (or T )

if the estimate ∫ t

0

‖CT (τ)x‖p dτ ≤ γp‖x‖p (2.8)

holds for some (hence for all) t ≥ 0 and all x ∈ D(A) with constant γ = γ(t) > 0.

According to (2.8), the map Ψ∞x := CT (·)x for x ∈ D(A) extends to a bounded

operator Ψ∞ : X → Lploc(R+, Y ). For any x ∈ X and any t ≥ 0 we set Ψtx = Ψ∞x

on [0, t]. Then (T,Ψ) is an observation system on X,Y .
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As shown by Weiss [13], one can associate with each operator C ∈ L(X1, Y ) the

following operator

D(CΛ) :=
{
x ∈ X, lim

λ→+∞
λ∈R

CλR(λ,A)x exists in Y
}
,

CΛx := lim
λ→+∞
λ∈R

CλR(λ,A)x for x ∈ D(CΛ).
(2.9)

We note that CΛ is an extension of C which is called the Yosida extension of C for

A (or T ) (see [15]).

It is known that for an admissible observation operator C we have T (t)x ∈ D(CΛ)

for all x ∈ X and a.e. t ≥ 0. Moreover, if (T,Ψ) denotes the observation system

associated with C, then

(Ψ∞x)(t) = CΛT (t)x (2.10)

for all x ∈ X and a.e. t ≥ 0. We refer to Weiss [13, 15] for the proof.

Next, we recall the definition of a more appropriate subclass of abstract linear

systems.

Definition 2.3. Let Σ = (T,Φ,Ψ,F) be a well-posed linear system. Then Σ is

called a regular linear system (RLS) if for any v ∈ U , the following limit

Dv := lim
τ→0

1

τ

∫ τ

0

(F∞(χR+
· v))(σ) dσ (2.11)

exists in Y , where χR+ is the constant function equals to 1 on R+. In this case, the

operator D ∈ L(U, Y ) defined by (2.11) is called the feedthrough operator of Σ.

The following theorem gives a characterization of the regularity for an abstract

linear system (see [15]).

Theorem 2.4. Let Σ = (T,Φ,Ψ,F) be a well-posed linear system with generator

A, control operator B and observation operator C. The following statements are

equivalent.

(i) Σ is regular (with feedthrough D).

(ii) Range(R(λ,A−1)B) ⊆ D(CΛ) holds for some (and hence for all) λ ∈ ρ(A).

(iii) For any v ∈ U , G(λ)v has a limit when λ → +∞ (equals to Dv) where G is

the transfer function associated to F (or Σ).

In this case, the transfer function G is given explicitly by

G(λ) = CΛR(λ,A−1)B +D, Re(λ) > ω0(A). (2.12)

We have to mention that the triple (A,B,C), where A is the generator of a

C0–semigroup , B is an admissible control operator with respect to A and C is an

admissible observation operator with respect to A, are not necessarily issued from

an abstract linear system. The reason is that we do not have in general the existence

of the input-output operators Ft satisfying (2.3) and this even if the assertion (ii)

is satisfied.

Definition 2.5. Let A be the generator of a C0–semigroup T , B an admissible

control operator issued from the control system (T,Φ) and let C be an admissible

observation operator issued from the observation system (T,Ψ). The triple (A,B,C)

is called regular if (ii) of Theorem 2.4 is satisfied.

We say that (A,B,C) generate an abstract linear system if there exists an op-

erator F∞ ∈ L(Lploc(R+, U), Lploc(R+, Y )) such that Σ := (T,Φ,Ψ,F) is an abstract

linear system.
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Definition 2.6. Let Σ be a regular linear system on X,U, Y with input-output

operators Ft, t ≥ 0. We say that an operator K ∈ L(Y,U) is an admissible feedback

operator for Σ if I − FtK has an inverse in L(Lp([0, t0], Y )) for some t0 > 0.

Note that in the case of Hilbert spaces X,Y, U and p = 2 one can use transfer

functions instead of input-output operators for the definition of admissible feedback

operators.

The following result, due to Weiss [16] (in the case of Hilbert spaces) and to

Staffans [11, Chap.7] (in the case of general Banach spaces), will be the main key

for the proof of the new results obtained in the next section.

Theorem 2.7. Let (A,B,C) generates a regular linear system with feedthrough

zero (D ≡ 0) and admissible feedback K ∈ L(Y,U). Let us define the operator

D(AK) = {x ∈ D(CΛ) : (A−1 +BKCΛ)x ∈ X},

AKx = (A−1 +BKCΛ)x, x ∈ D(AK).
(2.13)

Then (AK , D(AK)) is the generator of a C0–semigroup on X. Moreover, the triple

(AK , B,CΛ) generates a regular linear system

ΣK = (TK ,ΦK ,ΨK ,FK)

with feedthrough zero called closed–loop system associated to Σ with respect to the

admissible feedback K. Now, let u and y be the input and the output, respectively,

of the system Σ and let uc be another suitable input such that u = Ky + uc. Then

the state trajectory of ΣK is given by

z(t) = TK(t)z0 + ΦKuc, t ≥ 0, z0 ∈ X.

3. Boundary control systems. In this section, we assume that U,Z and X are

Banach spaces such that Z ⊂ X with continuous embedding. We shall call U the

input space, Z the solution space and X the state space.

Systems described by linear PDEs with nonhomogeneous boundary conditions

often appear in the following, quite different looking, form
ż(t) = Lz(t), t ≥ 0,

Gz(t) = u(t), t ≥ 0,

z(0) = z0,

(3.1)

where L : Z → X is a linear (often differential) operator and G : Z → U a boundary

trace operator. It is clear that some assumptions are needed in order to be able to

translate these equations into the familiar form ż(t) = Az(t) +Bu(t), see Section 2.

Main Assumptions 3.1. We assume that

(i) The restricted operator A ⊂ L with domain D(A) := kerG generates a C0–

semigroup (T (t))t≥0 on X;

(ii) the boundary operator G : Z → U is surjective.

Under these assumptions the following properties have been shown by Greiner [7,

Lemmas 1.2, 1.3].

Lemma 3.2. Let Assumptions 3.1 be satisfied. Then the following assertions are

true for each λ ∈ ρ(A):

(i) Z = D(A)⊕ ker(λ− L);
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(ii) G| ker(λ−L) is invertible and the operator Dλ :=
(
G| ker(λ−L)

)−1

: U → ker(λ−
L) ⊆ Z is bounded.

The following operator is important for the reformation of the boundary control

system (3.1) to a distributed one.

Definition 3.3. For λ ∈ ρ(A) we call the operator Dλ introduced in Lemma 3.2

(ii), the Dirichlet operator and define

B := (λ−A−1)Dλ ∈ L(U,X−1). (3.2)

Lemma 3.2 implies that for all u ∈ U and λ ∈ ρ(A) we have Dλu ∈ ker(λ − L),

so λDλu = LDλu. Hence

(L−A−1)Dλu = (λ−A−1)Dλu
= Bu.

Now, as Dλ is the inverse of G, we can also write

(L−A−1)|Z = BG. (3.3)

So the boundary control system (3.1) can be reformulated as

ż(t) = Az(t) +Bu(t), t ≥ 0, z(0) = z0. (3.4)

Observe that Az0 +Bu(0) = A−1(z0 − Dλu(0)) + λDλu(0) for λ ∈ ρ(A). Then the

condition Az0 + Bu(0) ∈ X is equivalent to Gz0 = u(0). Under Assumptions 3.1

and according to Section 2, one can see that for any t0 > 0 and u ∈W 2,p([0, t0], U)

satisfying Gz0 = u(0), the equation (3.1) has a unique solution z ∈ C([0, t0], Z) ∩
C1([0, t0], X). On the other hand, if B is an admissible control operator for A, then

the same conclusion holds for every t0 > 0, z0 ∈ X and u ∈ W 1,p([0, t0], U) that

satisfies Gz0 = u(0) (see [12, Chap 10], [11], and [5, Prop.2.8]). We then have the

following definition.

Definition 3.4. Let Assumptions 3.1 be satisfied. The boundary control problem

(3.1) is called well-posed if B is an admissible control operator for A.

Let us now consider the augmented boundary input-output system
ż(t) = Lz(t), z(0) = z0, t ≥ 0,

Gz(t) = u(t), t ≥ 0,

y(t) = Mz(t), t ≥ 0,

(3.5)

where L,G as in Assumptions 3.1 and M : Z → Y is a linear operator with Y a

Banach space (output space).

In the Hilbert space setting, it is shown in [2, Thm. 2.6] that the input–output

operator of the boundary system (3.5), i.e., the operator u 7→ y, is well defined for

all smooth inputs u ∈ H1([0, τ ], U) such that u(0) = 0 (here τ ≥ 0). This output

can be written as y(t) = ϕ(t)∗u(t), where ϕ is a distribution with Laplace transform

H(s) = MR(s,A−1)B (3.6)

for s ∈ C with Re(s) ≥ α for some α ∈ R.

The operator H(s) ∈ L(U, Y ), Re(s) ≥ α, is the system transfer function.

It is noteworthy that the boundary control system can be written in state-space

form (A,B,C) [10]. Define the operator

C = Mı ∈ L(D(A), Y ), (3.7)
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where ı denote the canonical injection from D(A) to Z. Assumptions 3.1 and (3.4)

show that the boundary system (3.5) can be reformulated as{
ż(t) = Az(t) +Bu(t), z(0) = z0, t ≥ 0,

y(t) = Cz(t), t ≥ 0.
(3.8)

According to the notion of regular linear systems introduced in Section 2, we state

the following definition.

Definition 3.5. We call the system (3.5) regular boundary system if the associ-

ated operator triple (A,B,C) generates a regular linear system on X,U, Y (with

feedthrought zero).

The following lemma shows the relationship between the operator M and the

Yosida extension of the operator C.

Lemma 3.6. Let Assumption 3.1 be satisfied. Assume that the boundary system

(3.5) is regular and let (A,B,C) be its associated state-space operators. Then Z ⊂
D(CΛ) and CΛx = Mx for all x ∈ Z, where CΛ is the Yosida extension of C for A.

Proof. By assumptions the triple operator (A,B,C) generates a regular linear sys-

tem Σ with feedthrough zero. According to Theorem 2.4 together with (3.2) we

have Range(Dλ) ⊂ D(CΛ) for all λ ∈ ρ(A). Moreover, we have D(A) ⊂ D(CΛ).

Now, by Lemma 3.2, Z = D(A) ⊕ Range(Dλ) ⊂ D(CΛ). As the systems Σ and

(3.5) have the same transfer function, Theorem 2.4 combined with (3.2) and (3.6)

imply CΛDλ = MDλ for all λ ∈ ρ(A). On the other hand, for any x ∈ Z and

λ ∈ ρ(A) we have x− DλGx ∈ D(A), due to Lemma 3.2. Hence CΛ(x− DλGx) =

C(x − DλGx) = M(x − DλGx) for all x ∈ Z and λ ∈ ρ(A). This shows that

CΛx = Mx for all x ∈ Z.

4. Unbounded perturbation of the semigroup generators. Let Z,U and X

be Banach spaces such that Z ⊂ X with continuous embedding, let L : Z → X be

a differential operator, and let G,M : Z → U be linear operators (trace operators).

We start this section with a discussion on the well-posedness of the following Cauchy

problem {
ż(t) = Az(t), t ≥ 0,

z(0) = z0,
(4.1)

where the operator (A, D(A)) is defined by

Ax = Lx for x ∈ D(A) = {x ∈ Z : Gx = Mx}. (4.2)

Under Assumptions 3.1, the generator A ⊂ L coincides with A in the case of M ≡ 0.

Then the operator A results from perturbing the domain D(A) by M . We then call

M the boundary perturbation of A.

We shall use the notation of Section 3. Then B ∈ L(U,X−1) is defined by (3.2),

Dλ, λ ∈ ρ(A) is the Dirichlet operator, and C = Mı ∈ L(D(A), U).

The first main result of this paper is the following

Theorem 4.1. Let Assumptions 3.1 be satisfied and let A,B and C be the opera-

tors defined from the operators L,M,G. If the triple operator (A,B,C) generates

a regular linear system Σ with the identity operator I : U → U as admissible feed-

back, then (A, D(A)) is the generator of a C0–semigroup (T (t))t≥0 on X satisfying
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T (s)z0 ∈ D(CΛ) for all z0 ∈ X and almost every s ≥ 0. In addition

T (t)z0 = T (t)z0 +

∫ t

0

T−1(t− s)BCΛT (s)z0 ds, ∀ z0 ∈ X, t ≥ 0. (4.3)

On the other hand, for any λ ∈ ρ(A) we have

λ ∈ ρ(A) ⇐⇒ 1 ∈ ρ(DλM) ⇐⇒ 1 ∈ ρ(MDλ).

Finally, for λ ∈ ρ(A) ∩ ρ(A),

R(λ,A) = (I − DλM)−1R(λ,A).

Proof. Let us prove that the operator A coincides with the following one

AIx := (A−1 +BCΛ)x for x ∈ D(AI) :=
{
x ∈ D(CΛ) : (A−1 +BCΛ)x ∈ X

}
.

In fact, let x ∈ D(AI). For any λ ∈ ρ(A) we know that B = (λ−A−1)Dλ. Then

AIx = A−1(x− DλCΛx) + λDΛCΛx ∈ X.

This implies that A−1(x−DλCΛx) ∈ X, hence x−DλCΛx ∈ D(A). As Range(Dλ) ⊂
Z, we then obtain x ∈ Z, and by Lemma 3.6 CΛx = Mx. We then have 0 =

G(x − DλMx) = Gx − GDλMx = Gx −Mx, as GDλ = I by Lemma 3.2. Thus

x ∈ D(A). On the other hand, by using (3.3) we have

Ax = Lx = A−1x+BGx = A−1x+BMx = A−1x+BCΛx = AIx.

Conversely, let x ∈ D(A), in particular we have x ∈ Z ⊂ D(CΛ) and Gx = Mx =

CΛx, due to Lemma 3.6. This shows that

(A−1 +BCΛ)x = A−1x+BGx = Lx = Ax ∈ X,

due to (3.3). Hence D(A) ⊂ D(AI) and AI = A. This shows our aim. Now

due to Theorem 3.1 the operator AI is a generator, so that A generates a C0–

semigroup (T (t))t≥0 on X satisfying T (s)x ∈ D(CΛ) for all x ∈ X and almost

every s ≥ 0 and formula (4.3). Let now λ ∈ ρ(A) and x ∈ D(A), in particular, we

have x ∈ Z ⊂ D(CΛ) and CΛx = Mx (Lemma 3.6). As A coincides with AI , we

have

(λ−A)x = (λ−A−1)x−BCΛx

= (λ−A−1)x− (λ−A−1)DλMx

= (λ−A−1)(x− DλMx)

= (λ−A)(x− DλMx),

because x − DλMx = x − DλGx ∈ D(A). Hence λ − A = (λ − A)(I − DλM) on

D(A). This shows that λ ∈ ρ(A) if and only if I − DλM is invertible and we have

R(λ,A) = (I − DλM)−1R(λ,A).

Remark 4.2. It is to be noted that the operator
(
A, D(A)

)
is associated to the

following boundary value problem
ż(t) = Lz(t), t ≥ 0,

Gz(t) = Mz(t), t ≥ 0,

z(0) = z0.

(4.4)

We can consider the equation (4.4) as the system (3.5) (hence as the system (3.8))

with the feedback law “u = y”. With the hypotheses of Theorem 4.1 the feedback

law u = y has a sense and by the proof of this theorem, the equation (4.4) can be

reformulated as the Cauchy problem generated by AI , hence by A.



UNBOUNDED PERTURBATIONS 11

In the rest of this section we consider the following nonhomogeneous problem
ż(t) = Lz(t) + f(t), t ≥ 0,

Gz(t) = Mz(t) + g(t), t ≥ 0,

z(0) = z0,

(4.5)

where the operators L,G,M satisfy the conditions in Theorem 4.1, f ∈ Lploc(R+, X)

and g ∈ Lploc(R+, U) for some p ∈ [1,+∞).

The second main result of the paper is the following

Theorem 4.3. Under the conditions and notation of Theorem 4.1 and for f ∈
Lploc(R+, X) and g ∈ Lploc(R+, U), the nonhomogeneous boundary value problem

(4.5) is reformulated as the nonhomogeneous Cauchy problem{
ż(t) = A−1z(t) +Bg(t) + f(t), t ≥ 0,

z(0) = z0 ∈ X.

Moreover, for the initial condition z0 ∈ X, the problem (4.5) has a unique strong

solution satisfying z(s) ∈ D(CΛ) for almost every s ≥ 0 and

z(t) = T (t)z0 +

∫ t

0

T−1(t− s)
(
Bg(s) + f(s)

)
ds, t ≥ 0.

Proof. One can consider the boundary value problem (4.5) as the mixed bound-

ary/distributed control system
ż(t) = Lz(t) + f(t), t ≥ 0,

Gz(t) = u(t), t ≥ 0,

z(0) = z0,

y(t) = Mz(t) + g(t), t ≥ 0,

(4.6)

with the feedback law u = y. On the other hand, using (3.3) the system (4.6) can

be rewritten as 
ż(t) = Az(t) +Bu(t) + f(t), t ≥ 0,

z(0) = z0,

y(t) = Cz(t) + g(t), t ≥ 0,

(4.7)

where A,B,C are defined in Section 3. In order to reformulate this system in a

more standard way, we introduce an input space U = U × X, an output space

Y := U × X (here U := Y), a new input u =
( u
f

)
and a new output y =

( y
0

)
.

Then the system (4.8) becomes
ż(t) = Az(t) + B u(t), t ≥ 0,

z(0) = z0,

y(t) = C z(t) +
(
g(t)

0

)
, t ≥ 0,

(4.8)

where

B :=
(
B I

)
∈ L(U, X−1) and C :=

(
C

0

)
∈ L(D(A),Y).

By assumptions the triple (A,B,C) generates a regular linear system Σ = (T,Φ,Ψ,F)

on X,U,U with the identity operator I : U → U as an admissible feedback. This

implies that B and C are, respectively, admissible control and observation operators
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for A. We can easily verify that the triple operator (A,B,C) generates an abstract

linear system Σ = (T,Φ,Ψ,F) on X,U,U, where

Φt(u, v) = Φtu+

∫ t

0

T (t− s)v(s)ds, ∀t ≥ 0, (u, v) ∈ Lp([0,+∞),U),

Ψt =

(
Ψt

0

)
,

Ft(u, v) =

Ftu+ CΛ

∫ t

0

T (t− s)v(s)ds

0

 , ∀t ≥ 0, (u, v) ∈ Lp([0,+∞),U).

Let us now show that Σ is a regular linear system.The Yosida extension of C for A

is given by D(CΛ) = D(CΛ)×U , where CΛ is the Yosida extension of C for A. For

λ ∈ ρ(A), we have

R(λ,A−1)B =
(
R(λ,A−1)B R(λ,A)

)
.

By using Theorem 2.4 and the fact that Σ is regular, we have Range
(
R(λ,A−1)B

)
⊂

D(CΛ) for λ ∈ ρ(A). Thus Σ is regular. On the other hand,

IU − Ft =

(
IU − Ft −Υt

0 IU

)
with Υtv = CΛ

∫ t

0

T (t− s)v(s)ds.

Since IU is an admissible feeback for Σ, IU is an admissible feedback for Σ. Let

ΣI be the associated closed–loop system and let
(
TI(t)

)
t≥0

be its semigroup with

generator AI . Let u = (u, f) and y0 = (y0, 0) are, respectively, the input and

the output of Σ, where y0 is the output of Σ. Let uc be another input such that

u = y0 + uc. Then, Theorem 2.7 shows that the state trajectory of ΣI satisfies

z(t) = TI(t)z0 +

∫ t

0

TI(t− s)Buc(s)ds, t ≥ 0, z0 ∈ X. (4.9)

We recall that the regular system represents the system (4.8) (and hence the system

(4.6)) with g = 0 (we have y = y0 + g, where y0 is the output of Σ). Now if we

choose uc = (f, g) then we have u = y. Then the function given by (4.8) coincides

with the solution of the boundary problem (4.5). Moreover, we have

AI = A−1 + BCΛ = A−1 + B
(
CΛ
0

)
= A−1 +BCΛ.

Then, by the proof of Theorem 4.1 we have AI = A. This ends the proof.

5. Examples.

Example 5.1. Let (U, ‖ · ‖) be a Banach space and p ∈ (1,+∞), r > 0 be real

numbers. Let X :=
(
Lp([−r, 0], U), ‖ · ‖p

)
be the Banach space of all p–integrable

functions ϕ : [−r, 0] → X. We denote Z := W 1,p([−r, 0], U) the Sobolev space

associated with X, the Banach space of all absolutely continuous functions ϕ such

that the derivative ϕ′ is a p–integrable function. The space Z is endowed with the

norm ‖ϕ‖1,p = ‖ϕ‖p+‖ϕ′‖p for ϕ ∈ Z. It is then clear that Z ⊂ X with continuous

embedding.

To any function z : [−r,+∞) → U and t ≥ 0, we associate a function zt :

[−r, 0] → U defined by zt(θ) = z(t + θ) for θ ∈ [−r, 0], called the history function

of z. We now consider the difference equation

z(t) =

∫ 0

−r
dµ(θ)z(t+ θ), t ≥ 0, z(θ) = ϕ(θ) a.e. θ ∈ [−r, 0], (5.1)

where µ : [−r, 0]→ L(U) is a function of bounded variation with µ(0) = 0.
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It is well-known that the function v(t, θ) = z(t + θ), (t, θ) ∈ [0,+∞) × [−r, 0]

(here v(t, ·) = zt(·)), satisfies (see e.g. [8])
∂

∂t
v(t, θ) =

∂

∂θ
v(t, θ), (t, θ) ∈ [0,+∞)× [−r, 0],

v(t, 0) = z(t), t ≥ 0,

v(0, ·) = ϕ.

Then, by (5.1), the above equation can be rewritten as
∂

∂t
v(t, θ) =

∂

∂θ
v(t, θ), (t, θ) ∈ [0,+∞)× [−r, 0],

v(t, 0) =

∫ 0

−r
dµ(θ)v(t, θ), t ≥ 0,

v(0, ·) = ϕ.

In order to use results of Section 4, we need the following operators

L :=
∂

∂θ
: Z → X, G = δ0 : Z → U and M : Z → U

with

Mψ =

∫ 0

−r
dµ(θ)ψ(θ), ψ ∈ Z.

The equation (5.1) is then reformulated in the abstract from
v̇(t, ·) = Lv(t, ·), t ≥ 0,

Gv(t, ·) = Mv(t, ·), t ≥ 0,

v(0, ·) = ϕ.

We know that the operator A := L with domain D(A) = kerL generates the

following left shift semigroup on X:(
T (t)ϕ

)
(θ) =

{
0, t+ θ ≥ 0,

ϕ(t+ θ), t+ θ ≤ 0
(5.2)

for all t ≥ 0, θ ∈ [−r, 0] and ϕ ∈ X. Moreover, the resolvent set of the generator A

is ρ(A) = C (see e.g. [4, Chap. II]). On the other hand, the operator L is surjective.

Then the couple operator (L,G) satisfies Assumptions 3.1. The Dirichlet operator

in given by Dλ = eλ for any λ ∈ C with eλ : U → Z defined by (eλx)(θ) = eλθx for

x ∈ U and θ ∈ [−r, 0]. The control operator associated with (L,G) is B = −A−1e0.

We define C = Mı : D(A) → U (with ı the canonical injection). It is shown in

[8] that the triple (A,B,C) generates a regular linear system on X,U,U with the

identity operator I : U → U as an admissible feedback, and the control maps of the

system are explicitly given by(
Φtu

)
(θ) =

{
u(t+ θ), t+ θ ≥ 0,

0, t+ θ ≤ 0
(5.3)

for t ≥ 0 and θ ∈ [−r, 0] and u ∈ Lp([0,+∞), U) . Now, according to Theorem 4.1,

the operator

Aψ = ψ′, D(A) =
{
ψ ∈W 1,p([−r, 0], U) : ψ(0) =

∫ 0

−r
dµ(θ)ψ(θ)

}
generates a C0–semigroup (T (t))t≥0 on X, given by

T (t)ϕ = T (t)ϕ+ ΦtCΛT (·)ϕ, t ≥ 0, ϕ ∈ X,
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where CΛ is the Yosida extension of C for A. Using (5.2) and (5.3), we have(
T (t)ϕ

)
(θ) =

{
CΛT (t+ θ)ϕ, t+ θ ≥ 0,

ϕ(t+ θ), t+ θ ≤ 0
(5.4)

for t ≥ 0 and θ ∈ [−r, 0] and ϕ ∈ X. The solution of the difference equation (5.1)

is then given by

zt = T (t)ϕ, t ≥ 0, ϕ ∈ X.

Example 5.2. Consider a one dimensional heat equation with Neumann boundary

conditions

∂z

∂t
(x, t) =

∂2z

∂x2
(x, t), 0 < x < π, t ≥ 0,

∂z

∂x
(0, t) =

∫ π

0

∫ 0

−π
dµ(θ)z(x, t+ θ) dx, z(π, t) = 0, t ≥ 0,

z(x, θ) = ϕ(x, θ), 0 < x < π, θ ∈ [−π, 0],

z(x, 0) = z0(x), 0 < x < π,

(5.5)

where µ : [−π, 0]→ R is a function of bounded variation with µ(0) = 0. We denote

by |µ| the positive Borel measure on [−π, 0] defined by the total variation of µ.

As in Example 5.1, if we put v(x, t, θ) = z(x, t+θ) = zt(x, θ) for t ≥ 0, θ ∈ [−π, 0]

and x ∈ [0, π], then we have
∂v

∂t
(x, t, θ) =

∂v

∂θ
(x, t, θ), (t, θ) ∈ [0,+∞)× [−r, 0],

v(x, t, 0) = z(x, t), t ≥ 0,

v(x, 0, ·) = ϕ(x, ·).

(5.6)

By using (5.6) and introducing the new state

w(t, x) =

(
z(x, t)

zt(x, ·)

)
, 0 < x < π, t ≥ 0,

the heat equation (5.5) can be reformulated as

∂w

∂t
(x, t) =

 ∂2

∂x2
0

0
∂

∂θ

w(x, t), 0 < x < π, t ≥ 0,

∂z

∂x
z(0, t)

zt(x, 0)

 =


∫ π

0

∫ 0

−π
dµ(θ)zt(x, θ) dx

z(x, t)

 , z(π, t) = 0, 0 < x < π, t ≥ 0,

w(x, 0) =

(
z0(x)

ϕ(x, ·)

)
.

(5.7)

Let us now introduce some auxiliary spaces and operators. We define

H1
π(0, π) =

{
φ ∈ H1(0, π) : φ(π) = 0

}
.

Define the following Hilbert spaces

X0 = L2[0, π], Z0 = H2(0, π) ∩H1
π(0, π), U0 = C,

and operators

L0ψ =
d2φ

dx2
, G0f =

dφ

dx
(0), φ ∈ Z0.
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On the other hand, we define

M0ψ =

∫ π

0

∫ 0

−π
dµ(θ)ψ(x, θ) dx, ψ ∈W 1,2([−π, 0], X0).

Moreover, we introduce the Hilbert spaces

X = X0 × L2([−π, 0], X0), Z = Z0 ×W 1,2([−π, 0], X0), U = C× C,

the differential operator

L =

(
L0 0

0 d
dσ

)
: Z → X,

and the boundary operators

G =

(
G0 0

0 δ0

)
: Z → U, M =

(
0 M0

I 0

)
: Z → U.

With these spaces and operators, problem (5.7) becomes
ẇ(t) = Lw(t), t ≥ 0,

Gw(t) = Mw(t), t ≥ 0,

w(0) =
(
z0

ϕ

)
.

(5.8)

We now check that the operators L,G,M satisfy conditions of Theorem 4.1. We

first recall that the operator

A0ψ = L0φ, D(A0) =
{
φ ∈ Z0 :

dφ

dx
(0) = 0

}
generates a positive (exponentially stable) C0–semigroup (T0(t))t≥0 on X0 (this due

to the fact that A0 < 0). Moreover the couple operator (L0, G0) satisfies Assump-

tions 3.1. We then define B0 = (λ−A0,−1)D0,λ ∈ L(C, D(A∗0)′) for λ ∈ ρ(A0), where

A0,−1 is the extension of A0 in the extrapolation sense, and D0,λ is the Dirichlet op-

erator associated with (L0, G0) as in Lemma 3.2, and A∗0 is the adjoint of A0 (as X0

is a Hilbert space, the extrapolation space X0,−1 associated with X0 is isomorph to

the topological dual D(A∗0)′, cf. [12, Prop. 2.10.2]). For heat equation with bound-

ary G0 it is well know that the adjoint operator of B0 is given by B∗0φ = −φ(0) for

all φ ∈ D(A∗0) = D(A0) (we mention that A0 = A∗0). Moreover, B∗0 is an admissible

observation operator for T ∗0 , hence B0 is an admissible control operator for T0 (as

we work in Hilbert spaces).

On the other hand, as shown in Example 5.1, ( d
dσ , δ0) satisfy Assumptions 3.1

with generator

Q0h = h′, D(Q0) =
{
h ∈W 1,2([−π, 0], X0) : h(0) = 0

}
,

and the admissible operator β ∈ L
(
C, D(Q∗0)′

)
is given by β0 = (−Q0,−1)e0. We

denote by (S0(t))t≥0 the left shift semigroup generated by Q0 (see (5.2)).

We define the operator

A = L, D(A) = kerG.

Then

A =

(
A0 0

0 Q0

)
, D(A) = D(A0)×D(Q0),

so that A is the generator of a C0–semigroup on X given by

T (t) =

(
T0(t) 0

0 S0(t)

)
, t ≥ 0.



16 SAID HADD, ROSANNA MANZO AND ABDELAZIZ RHANDI

Now, it is clear that (L,G) satisfies Assumptions 3.1. Observe that the control

operator associated to (L,G) is

B =

(
B0 0

0 β0

)
,

which is an admissible operator for A. On the other hand define C0 = M0ı with

ı : D(Q0) → W 1,2([−π, 0], X0) the canonical injection. So the restriction of M to

D(A) is given by

C =

(
0 C0

I 0

)
: D(A)→ U = C×X0.

In order to use Theorem 4.1 we shall prove that the triple operator (A,B,C) gen-

erates a regular linear system with the identity operator as an admissible feedback.

We first prove that C is an admissible observation operator for A. In fact, let(
φ
ϕ

)
∈ D(A) and 0 < α < π. By using the expression of S0 (see (5.2)) we obtain∫ α

0

∥∥∥CT (t)
(
φ
ϕ

)∥∥∥2

U
dt =

∫ α

0

(
‖T0(t)φ‖X0

+ |C0S0(t)ϕ|
)2

dt

≤ 2

∫ α

0

(
‖T0(t)φ‖2X0

+ |C0S0(t)ϕ|2
)
dt

≤ cα‖φ‖X0
+ 2

∫ α

0

|C0S0(t)ϕ|2dt

for a constant cα > 0. By using Hölder’s inequality and Fubini’s theorem, we obtain∫ α

0

|C0S0(t)ϕ|2dt =

∫ α

0

∣∣∣ ∫ π

0

∫ 0

−π
dµ(θ)(S0(t)ϕ)(x, θ)dx

∣∣∣2dt
=

∫ α

0

∣∣∣ ∫ π

0

∫ −t
−π

dµ(θ)ϕ(x, t+ θ)dx
∣∣∣2dt

≤
∫ α

0

(∫ π

0

∫ −t
−π
|ϕ(x, t+ θ)|d|µ|(θ)dx

)2

dt

≤ π|µ|([−π, 0])

∫ α

0

∫ π

0

∫ −t
−π
|ϕ(x, t+ θ)|2d|µ|(θ)dx dt

= π|µ|([−π, 0])

∫ α

0

∫ −t
−π

∫ π

0

|ϕ(x, t+ θ)|2dx d|µ|(θ) dt

= π|µ|([−π, 0])

∫ α

0

∫ −t
−π
‖ϕ(·, t+ θ)‖2X0

d|µ|(θ) dt

= π|µ|([−π, 0])

∫ 0

−π

∫ −θ
0

‖ϕ(·, t+ θ)‖2X0
dt d|µ|(θ)

≤ π
(
|µ|([−π, 0])

)2

‖ϕ‖2L2([−π,0],X0). (5.9)

Finally, we have ∫ α

0

∥∥CT (t)
(
φ
ϕ

)∥∥2

U
dt ≤ γ2

∥∥( φ
ϕ

)∥∥2
,

where γ := max
{√

cα,
√
π|µ|([−π, 0])

}
. This shows that C is an admissible ob-

servation for A. We then have a system defined by (A,B,C) with B admissible

control operator for A and C admissible observation operator for A. Denote (T,Φ)

and (T,Ψ) the associated control system and observation system. Then, one can
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see that

Φt =

(
Φ̃t 0

0 Φ̌t

)
, Ψt =

(
0 Ψ̌t

T0(t) 0

)
, t ≥ 0,

where Φ̃t are the control maps associated with B0, and Σ̌ = (S0, Φ̌t, Ψ̌t, F̌t) is

the regular linear generated by the triple (Q0, β0, C0) (in fact this can be proved

similarly as in [8, Thm. 3] by using (5.9)). In order to define input–output operators

associated to the triple operator, we first need to compute the Yosida extension of

C for A. Let λ be a sufficiently large real number. Then

CλR(λ,A) =

(
0 C0λR(λ,Q0)

λR(λ,A0) 0

)
.

If we denote by C0,Λ the Yosida extension of C0 for Q0, then

CΛ =

(
0 C0,Λ

I 0

)
, D(CΛ) = X0 ×D(C0,Λ). (5.10)

For any input u we have

Φtu =

(
Φ̃tu

Φ̌tu

)
, t ≥ 0. (5.11)

In addition, we have Φ̃tu ∈ X0, t ≥ 0 (because Φ̃t is associated to the admissible

control operator B) and Φ̌tu ∈ D(C0,Λ) for almost every t ≥ 0 (because Φ̌t are the

input operators of a regular linear system Σ̌). Hence Φtu ∈ D(CΛ) for almost every

t ≥ 0 and u ∈ L2
loc([0,+∞),C×X0). We now define

(F∞u)(t) := CΛΦtu

for t ≥ 0 and u ∈ L2([0, t],C×X0). According to (5.10) and (5.11) we have

(F∞u)(t) =

(
F̌tu2

Φ̃tu1

)
for u =

(
u1
u2

)
∈ L2([0,+∞),C×X0) and a.e. t ≥ 0. Hence F∞ ∈ L(L2([0,+∞),C×

X0)). Let us know show that the operator F∞ satisfies the property (2.4). Let

τ ≥ 0 and u, v ∈ Lploc([0,+∞),C ×X0) and let Ψ∞ be the extended output maps

associated to (Ψt)t≥0. For s ≥ τ there exists t ≥ 0 such that s = t+ τ . Then(
F∞(u♦

τ
v)
)

(s) = CΛΦt+τ (u♦
τ
v)

= CΛ

(
T (t)Φτu+ Φtv

)
= CΛT (t)Φτu+ CΛΦtv

= (Ψ∞Φτ )(t) + (F∞v)(t)

= (Ψ∞Φτ + F∞v)(t)

= (Ψ∞Φτ + F∞v)(s− τ).

On the other hand, if s < τ then (u♦
τ
v)(s) = u(s), so that Φs(u♦

τ
v) = Φsu. This

shows that
(
F∞(u♦

τ
v)
)
(s) = CΛΦs(u♦

τ
v) = CΛΦsu = (F∞u)(s). This implies that

F∞(u♦
τ
v) = F∞u♦

τ
(Ψ∞Φτu+ F∞v).

If we define the operators Ftu = F∞u on each interval [0, t], then Σ = (T,Φ,Ψ,F) is

an abstract linear system generated by (A,B,C). Let us use Theorem 2.4 to prove
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that Σ is a regular linear system. From (5.10), we have

R(λ,A−1)B
(
φ
v

)
=

(
R(λ,A0,−1)φ

R(λ,Q0,−1)β0v

)
∈ X0 ×D(C0,Λ) = D(CΛ),

because (Q0, β0, C0) generates a regular system. Hence Σ is regular. We prove now

that the identity I : C0 × X0 → C0 × X0 is an admissible feedback for Σ. The

transfer function of Σ is given by

H(λ) = MR(λ,A−1)B =

(
0 M0eλ

R(λ,A0,−1)B0 0

)
, λ ∈ ρ(A0).

Since B0 is an admissible control operator for A0, then according to (2.7), there

exists a constant c > 0 such that

‖R(λ,A0,−1)B0‖ ≤
c√
Reλ

, ∀ Reλ > 0.

Hence ‖R(λ,A0,−1)B0‖ → 0 as Reλ → +∞. On the other hand, we have eλ :

X0 → L2([−π, 0], X0), then (eλφ)(x, θ) = eλθφ(x) for all φ ∈ X0, x ∈ [0, π] and

θ ∈ [−π, 0]. For an arbitrary 0 < ε < π and all φ ∈ X0 we have

|Meλ| ≤
√
π‖φ‖X0

(
e−εReλ|µ|([−π, 0]) + |µ|([−ε, 0])

)
.

Using the fact that |µ|([−ε, 0])→ 0 as ε→ 0, we then obtain

lim
Reλ→+∞

|Meλφ| = 0.

Thus,

lim
Reλ→+∞

‖H(λ)‖ = 0.

This implies that there exists δ > 0 such that

sup
Reλ≥δ

‖H(λ)‖ < 1

2
.

So I−H(λ) is invertible and ‖(I−H(λ))−1‖ ≤ 2 for all Reλ ≥ δ. Now, due to [15],

I is an admissible feedback for Σ. Finally, Theorem 4.1 implies that the operator

A =

 ∂2

∂x2
0

0
∂

∂θ


D(A) =

{(
φ
ϕ

)
∈ H2(0, π)×W 1,2([−π, 0], L2([0, π])) : φ(π) = 0, ϕ(0) = φ,

dφ

dx
(0) =

∫ π

0

∫ 0

−π
dµ(θ)ϕ(x, θ) dx

}
generates a C0–semigroup (T (t))t≥0 on X and the solution of the delay boundary

problem (5.7) is w(t) = T (t)
(
φ
ϕ

)
for all t ≥ 0 and

(
φ
ϕ

)
∈ X.
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