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• A one-pass framework for lossless compression and simultaneously reversible data hiding for remote sensing data.
• In a single pass a marked and compressed image is produced by the proposed framework.
• The resulting compressedmarked image can be decompressed and restored (the exact input image is obtained) or decompressed only (amarked version

of the input image is obtained).
• The marked image can be used for several purposes, in which it is not necessary to extract the original data and an acceptable grade of degradation is

tolerated.
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a b s t r a c t

The information obtained by means of spectral remote sensing (i.e., the hyperspectral images) are
involved in several real-life scenarios and applications. Historical research, monitoring of environmental
hazards, forensics and counter-terrorism are some examples of contexts in which the hyperspectral data
play an important role.

In many contexts, the hyperspectral images could also play sensitive roles (e.g., in military appli-
cations, etc.) and are generally exchanged among several entities, in order to carry out different tasks
on them. Therefore, it is important to guarantee their protection. A meaningful choice is the protection
through data hiding techniques.

In fact, by means of reversible data hiding techniques, the imaging data become a sort of information
carrier and can be used for delivering other important data that can be used, for instance, to check the
integrity of the original imaging data.

In this paper, we introduce a one-pass framework that is able to perform the lossless data hiding and
the lossless compression of the marked stream, at the same time, by exploiting the capabilities of the
predictive paradigm. Substantially, in a single pass, a marked and compressed stego image is obtained,
which can be exactly restored by the receiver: by decompressing and reversibly reconstructing the origi-
nal unaltered image. In addition, our framework also permits to performonly the decompression (without
the extraction of the hidden information). In this manner, the resulting stego (marked) hyperspectral
image, could be used for several purposes, in which it is not necessary to extract the original data and
an acceptable grade of degradation is tolerated. We also implement a proof-of-concept of the proposed
framework to assess the effectiveness of our contribution. Finally, we report the achieved experimental
results, which outperform other similar approaches.

1. Introduction

Bymeans of remote sensing it is possible to acquire information
about distant objects, without coming into physical contact with
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them, by exploiting the fact that an object reflects, absorbs and
emits electromagnetic radiation according to its chemical com-
position [1–3]. Again, by analyzing the energy of the radiation as
a function of the wavelength, it is possible to obtain a spectral
signature. A spectral signature can be considered as a sort of unam-
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Fig. 1. Example of a hyperspectral datacube.

The information acquired through spectral remote sensing (i.e.,
the hyperspectral images) are used for several purposes and applica-
tions, varying from surveillance to historical research, archeology,
environmental sciences, monitoring of environmental hazards, as-
sessment of food quality, and several other real-life contexts, such
as laboratory research, biomedical and Earth imaging, forensics,
counter-terrorism, skin health checking, etc. Notice that such im-
ages can be air-borne and space-borne acquired.

In detail, a hyperspectral sensor acquires information by con-
sidering the portion of the electromagnetic spectrum that varies
from the visible part (400–760 nanometers— nm) to near-infrared
(about 2400 nm). More precisely, we can see a hyperspectral im-
age as a datacube, since it is composed by a sequence of narrow
contiguous spectral bands, composing a three-dimensional data, as
shown in Fig. 1. In general, each band covers a bandwidth of about
10 nm and a hyperspectral image is composed by a few hundreds
of bands [1,4,5].

For example, hyperspectral images producedby theNASAAVIRIS
(Airborne Visible/Infrared Imaging Spectrometer) sensors are com-
posed by 224 bands, and are acquired by revealing the frequen-
cies of ultraviolet and infrared rays at wavelengths in the range
between 400 and 2500 nm [1].

Motivations.Given the differentmultidisciplinary application con-
texts of hyperspectral images, in general, it is very likely that such
images are exchanged between different entities, to effectively
carry out a wide range of tasks, typically performed in cloud-
based environments. Again, many of the application contexts of
hyperspectral images are security-sensitive, so particular effort
should be devoted in their protection. Although cryptography is
commonly used as an effective tool for ensuring security and
content authentication [6–9], however, the disguised nature of
encrypted data may draw the attention of an adversary. In such a
scenario, data hiding has been found to be an efficient and effective
alternative to cryptography for ensuring security, content authen-
tication and copyright protection [10–14]. In addition, bymeans of
data hiding techniques, imaging data become a sort of information
carriers, which can be used for delivering other important data [15].
An image for carrying data is called a cover image, whereas, the
image carrying the embedded information is called a stego image
or marked image. Data hiding on images presents two (virtually
conflicting) requirements: the embedding capacity, i.e., the number
of bits embedded into the host image and the visual quality of the
embedded image. Notice that if during the transmission an image
shows signs of hiding effect, an adversary may notice that the
digital media carries secret messages. Therefore, the stego image
should have imperceptible differences with respect to the cover
image [16,17]. The goal of data hiding is to create schemes with
high embedding capacity and good stego image quality. In par-
ticular, reversible data hiding (RDH) is a technique which not only
enables the embedding of hidden data into cover images, but also
restores original images from the stego images after the extraction

of the embedded data [18–28]. However, the drawbacks of RDH
with respect to non-reversible techniques are: lower payloads,
larger distortion and higher computational cost.

Again, it is important to highlight that images collected through
hyperspectral sensors are generally processed by automatic appli-
cations [29]. Thus, it is highly suggested to store, maintain and
transmit such data into the original form. However, since hyper-
spectral sensors generate a significant amount of data, it can be
necessary to compress such data.Moreover, though lossy compres-
sion algorithms achieve a better compression ratio than lossless
ones, they introduce distortion and make the data usable only
by applications where a certain level of distortion is allowed.
Therefore, it is easy to note that in this scenario only the lossless
compression of hyperspectral images permits to have a reduction
in the amount of data, without any loss of useful information.

Contribution. In this workwe propose a novel one-pass framework,
which by relying on the capabilities of a predictive paradigm, en-
ables at the same time the data hiding and compression operations
on hyperspectral images. More precisely, it achieves, in a single
pass, a marked and compressed stego image. On the other side, the
receiver can extract the hidden information and then decompress
and reversibly reconstruct the original unaltered image. Again, our
framework also enables the receiver to perform the decompression
without extracting the hidden information. The resulting stego
(marked) hyperspectral image could be used for several purposes,
e.g., in situations where it is not necessary to extract the original
data and an acceptable grade of degradation is tolerated.

In the literature, several lossless compression algorithms for
hyperspectral images, based on the predictive paradigm, have
been proposed (e.g., the ones addressed in [30–32]). On the other
hand, despite various watermarking methods for remote sensing
data have been introduced in the state of the art (e.g., [33–35]),
the field concerning the high capacity lossless data hiding has
not been exhaustively explored so far. Indeed, to the best of our
knowledge, our proposal represents the first one-pass framework
specifically designed for hyperspectral images, which is able to
perform the lossless data hiding and the lossless compression of
the marked stream, at the same time. In addition, our framework
is also suitable for on-board implementations (i.e., for implemen-
tations on a hardware-constrained sensor), since it is designed to
require limited computational capability andmemory space. More
precisely, the proposed framework relies on a data hiding approach
based on the modification of prediction errors (MPE) technique [36]
and exploits the fact that, since the histograms in the domain of
prediction errors are sharply distributed, the embedding capacity
is higher than that of traditional histogram-shifting methods for the
same image quality. The key idea behind our proposal is that we
employ three-dimensional predictors, which are ad-hoc designed
to exploit, in the best way possible, the redundancies of hyper-
spectral images, rather than using bi-dimensional predictors, as for
example has been done in [37].

In order to assess the effectiveness of the proposed scheme, we
carried out extensive performance evaluation experiments, which
show a saving in terms of execution time, ranging from 20.08% to
47.73% with respect to more traditional solutions performing data
hiding and then compression. Moreover, our framework enables
a gain in terms of embedding capacity ranging from 5.48% to
170.8%with respect to state-of-the-art solutions. Again, by varying
the size and the type of the embedded data payload, the two
images, namely, the cover image and the produced stego image, are
extremely similar and hence difficult to distinguish, thus making
the detection of the hidden payload by a malicious user extremely
difficult. Finally, when compared to the pure compression, i.e., the
compression performed on images which do not carry any hidden
payload, our proposal does not significantly affect the compression



performance in terms of bits per sample. In particular, the loss in
terms of compression performance ranges from 0.47% to 8.88%.

Organization. The paper is structured as follows: in Section 2
we describe concepts and techniques underlying our proposal;
in Section 3 we describe the scheme for reversible data hiding
in hyperspectral images, by highlighting its main characteristics
and advantages with respect to the state of the art; in Section 4
we show and comment results achieved by testing our proposal
on a publicly available dataset. Finally, in Section 5 we draw our
conclusions and highlight future research directions.

2. Preliminaries

In this section we describe concepts and techniques underlying
our proposal. More precisely we first describe the main features
of the histogram-shifting technique. Afterwards, we provide an
overview of the data hiding based on Modification of Prediction
Errors (MPE).

2.1. The histogram-shifting technique

Histogram-shifting is a technique introduced by Ni et al. [38],
which embeds in a reversible manner the data into the image, by
shifting the histogram bins. More precisely, in such a method, at
most one grayscale level in each pixel is changed. In detail, the
embedding procedure of the histogram shifting technique works
as follows [38]:

1. Obtain the histogram h(x), x ∈ [0, 255] of the 8-bit cover
image.

2. Find the maximum value h(α) and the minimum value h(β)
of h(x), whereα, β ∈ [0, 255]. The parameterα is referred to
as peak point, while β is referred to asminimum point. Again,
if h(β) = 0, then β is referred to as zero point. Notice that is
assumed α < β .

3. If the minimum value h(β) > 0, then store in the array Lβ

all the positions of the pixels having gray level β and set
h(β) = 0.

4. Scan the whole image in a sequential order, i.e., row-by-row
and from the top to the bottom. Then, shift the histogram
h(x), with x ∈ (α, β), to the right by one unit. In this way, all
pixel values satisfying x ∈ (α, β) are added by one.

5. Scan the whole image again and embed the secret bits to-
gether with Lβ (if any). If the pixel value is α and the bit to be
embedded is 1, then the pixel value is set to α + 1, whereas,
if the bit to be embedded is 0, the pixel value is notmodified.

In the histogram-shifting technique, if h(β) > 0, additional
recovery information Lβ should embedded into the cover image.
Formally, the embedding capacity (EC) of this method is given by
Eq. (1),

EC = h(α) −
Lβ

 , (1)

where
Lβ

 is the number of bits required to store Lβ . To extract the
secret data and restore the stego image, the following procedure is
used.

1. Scan the stego image in the same order as that used in the
embedding phase. If a pixel value α + 1 is found, a bit 1
is extracted, whereas, if a pixel value α is found, a bit 0 is
extracted.

2. Scan the stego image again. If the pixel value x ∈ (α, β], then
the pixel value x is subtracted by 1.

3. If the recovery information Lβ is found in the extracted data,
set the pixel value to β if the location of this pixel is found in
Lβ . In this way, the original image can be recovered without
any distortion.

2.2. Data hiding based on modification of prediction errors (MPE)

The distortion arising from histogram-shifting technique is
mainly based on the number of feature elementswhich are shifted.
Therefore, the number of embeddable elements should be in-
creased, whereas, the number of feature elements that has to be
shifted should be minimized.

In general, the performance of the histogram-shifting technique
can be improved by generating features which have a sharply
distributed histogram. In this way, the number of embeddable
elements can be maximized. For this reason, Hong et al. [37]
proposed a reversible data hiding technique which is based on
modification of prediction errors (MPE). Instead of using feature
elements in the spatial domain, Hong et al. use a predictor to
create feature elements in the domain of prediction errors. MPE
relies on the histogram-shifting technique to embed data in the
domain of prediction errors. More precisely, MPE does not need
to generate the error histogram, due to some characteristics of the
error histogram for most natural images.

One of the most important advantages of the MPE is that the
prediction significantly increases the number of embeddable fea-
tures within the feature set, thus increasing the embedding ca-
pacity. Furthermore, the position of the peak point which maxi-
mizes the embedding capacity is known, since there is a peaked
histogram centered at prediction value equal to zero. Therefore,
to search the peak and minimum point, there is no need to scan
the image again. Again, no evacuation of histogram bins is needed
beforehand. In detail, MPE onlymodifies fewer prediction errors to
embed fewer amounts of data. Finally, the embedding procedure
only performs simple operations, e.g., addition and subtraction,
and the whole image is scanned just one time during the embed-
ding process.

3. The data hiding and compression framework

In this section we describe the proposed one-pass framework
for hyperspectral images. We stress that since such images are
collected by means of remote sensing, one of the most impor-
tant features of our framework is that it is suitable for on-board
implementation, due to its limited computational complexity and
memory space required. Indeed, as stated before, our framework
allows, at the same time, to hide a data payload and compress the
marked stream.

We remark that the data hiding strategy described in Section
3.1 is based on the modification of prediction errors (MPE) tech-
nique [36]. Themain characteristic of the MPE technique is the use
of the feature elements in the domain of prediction errors to hide
data, instead of using the features in the spatial domain.

The main idea underlying such technique is that since the
histograms in the domain of prediction errors are sharply dis-
tributed, the embedding capacity is higher than that of tradi-
tional histogram-shifting methods for the same image quality. In
detail, histogram-shifting methods shift the histograms of the fea-
ture elements to prepare vacant positions for the embedding.
The occurrence of the most frequent feature elements, which are
called embeddable elements, determines the embedding capacity,
whereas, the distortion resulting from histogram-shifting embed-
ding, primarily depends on the number of feature elements that are
shifted. On the other hand, the MPE technique only modifies less
error values, for embedding fewer data bits. Therefore, MPE-based
techniques are able to achieve high quality stego images.

In Section 3.2wepresent the architecture and the overall logical
functioning of the proposed scheme. In particular,we describe how
the modeling of the prediction errors can be exploited to perform,
at the same time, the data hiding and compression of the marked
stream.



Fig. 2. Block diagram of the embedding process.

Fig. 3. Block diagram of the extraction and reconstruction processes.

3.1. Lossless data hiding

In Fig. 2, we show the block diagram for the embedding pro-
cess. In the first stage of this process, the input payload P , i.e.,
the message to be hidden, is encrypted by using the input key
K . Subsequently, the encrypted payload PE is embedded in the
input hyperspectral image HI . The embedding process returns two
outputs: HIM and α, where HIM is the marked hyperspectral image
carrying the hidden information PE , whereas, α contains the auxil-
iary information needed for the extraction and reconstruction. We
emphasize that α is a set of coordinates and its size is bounded by
a certain number of bits. In the following, we will provide more
details concerning such aspect.

In Fig. 3 we show the block diagram for the extraction and
reconstruction processes. Starting from the input HIM and the
auxiliary information α, the encrypted payload PE is extracted and
the original hyperspectral imageHI is reconstructed. Subsequently,
PE is decrypted by using the input key K to obtain the original
payload P .

By means of the Algorithm 1 we describe the details of the
embedding process. In detail, the first phase of the embedding con-
cerns the initialization of the used data structures. More precisely,
the memory space for the output HIM is allocated, while the first
row and the first column of each band of HI are copied into HIM ,
since such data are not altered by the embedding process. After-
wards, α is set to be empty. We remark that the set α will be used
to contain some auxiliary information. Finally, a global variable i is
initialized to 1, to be used as a pointer to the next bit of PE which
will be embedded. Basically, each sample x of HI is processed, by
means of the three for loops (from line 7 to line 35). From now
on, we denote by the term sample a pixel of the hyperspectral
image. Again, we denote as HIR and HIC the number of rows and
columns of the hyperspectral image taken as input, respectively.
Once processed, the modified sample xM is stored in HIM . HIM
represents the marked hyperspectral image and will be returned

as the output of the whole embedding process. In particular, the
sample xM is predicted by using a three-dimensional predictor,
except for the samples of the first band (when b is equal to 1),
which are predicted through a bi-dimensional predictor, since the
first band has no previous band as reference. It is important to
emphasize that the prediction is performed by considering the
neighboring samples (i.e., the prediction context) retrieved from
HIM . In this way, also the extraction and reconstruction processes
are able to perform the same prediction of the embedding, since
such processes use as input the marked hyperspectral image HIM .
Then, the result of the prediction is stored in x̂M . We remark that
the extractAndReconstruct procedure (Algorithm 3) outlines the
extraction and reconstruction processes. Notice that the extractAn-
dReconstruct procedure uses the reconstructErrorValue procedure,
which is reported in Algorithm 4.

Subsequently, the prediction error e is computed by subtracting
the value of x̂M from the value of x of HI . The prediction error e is
then modified by means of the calculateNewErrorValue procedure
of Algorithm2, to embed (if possible) the value of the bit PE

i , i.e., the
ith bit of the encrypted payload PE . As it can be observed from
Algorithm 2, the ith bit of PE (i.e., PE

i ) can be embedded only when
the value of the prediction error e is equal to 0 or is equal to −1. In
particular, there are nomodification on e (thus, eN = e) when PE

i is
equal to 0, and e is equal to 0 or equal to 1. Otherwise, if PE

i is equal
to 1, e ismodified, by increasing its value of 1 (if e is equal to 0) or by
decreasing its value of 1 (if e is equal to−1). Again, if it is possible to
embed PE

i , the global variable i is increased and points to the next
bit to embed. We remark that the prediction errors histogram will
be modified also when PE

i cannot be embedded, by increasing e of
1 when its value is greater than 0 or by decreasing e of 1 when its
value is less than −1. The modified prediction error is then stored
in eN and it is added to x̂M . The result of this latter sum, denoted as
xM , is then stored in the marked hyperspectral image HIM .

It is important to point out that the value of the modified
prediction eN could give rise to underflow or overflow issues. For
instance, assume the following scenario: each sample of the input
hyperspectral image HI (and consequently of the marked hyper-
spectral image HIM ) can take a value in the range [HImin,HImax],
the value of x̂M is equal to HImin and the value of eN is −1. In such
a scenario, the value of xM , obtained by computing x̂M + eN , will
be HImin − 1, which is out of the allowed range, thus leading to an
underflow issue. A similar scenario could arise also in the case of
an overflow issue, if we consider a scenario where x̂M = HImax and
eN is equal to 1. Therefore, it is clear that overflow and underflow
issues need to be managed, in order to obtain as output a valid
hyperspectral image.

Starting from the consideration that a prediction error e can be
modified by adding (or subtracting) 1 to (from) its value (accord-
ing to Algorithm 2), the samples that do not cause underflow or
overflow can assume values in a limited range, i.e., ]HImin,HImax[.
Thus, the samples which have a value equal to HImin or HImax need
to be cutted off, since theymay cause underflow/overflow issues. In
the following, we refer to such samples as not valid samples. When
dealing with such samples, the algorithm stores the coordinates of
each sample in the setα. In addition, assuming that the coordinates
relative to each of the above samples are (r, c, b), denoting that the
sample is located in the bth band at the rth rowand the cth column,
all of the other samples of such a bandwill not carry any further bits
of PE . Indeed, the not valid sample and all the other samples of the
bth band ofHIM , will be set to have the same value as the respective
ones of HI .

We emphasize that the size of the set α is less or equal than
the number of bands in HI , which is referred to as HIB. Hence, the
size of the representation of α is easily estimable and it is less or
equal than HIB × M bits, where M is the number of bits needed
to represent the coordinates of a sample in HI . It is important to



point out that the representation of α has a significant smaller size
than the capacity of embedding, therefore, such a representation
can be embedded into HIM , through a low-complexity reversible
data hiding approach similar to the one proposed in [39].

Finally, it is important to highlight that the auxiliary informa-
tion α is essential for the extraction and reconstruction processes.
Indeed, suchprocesses donot knowwhether a samplewhich stores
a value of HImin or HImax is a sample that hides a bit or has a value
equal to the respective one in the original image, i.e., a sample
which has not been altered by the embedding algorithm, since it
may cause an underflow/overflow issue.

3.2. Lossless data embedding and compression

In general, lossless compression schemes for remote sensing
images are based on the Predictive-Coding Model, so that such
schemes can be suitable for on-board implementations, e.g., di-
rectly on sensors or instruments, which usually are hardware-
constrained. In detail, two main stages characterize a predictive-
based compression algorithm for remote sensing images:

1. Context-modeling;
2. Prediction error modeling and coding.

In the context-modeling phase, a prediction model (often de-
noted as predictor) is used. In particular, each sample x is predicted
bymeans of the predictor, which uses the already coded neighbors
of the sample itself. The output of the prediction phase is the
predicted sample, denoted as x̂. It is important to emphasize that
each sample x is replaced by its prediction error e. A prediction
error e is calculated through the difference between the value of
x and the value of x̂, as shown by Eq. (2).

e = x − x̂ . (2)

We remark that the context-modeling phase (or prediction
phase) is the most important phase, since it exploits the redun-
dancy among the samples. In general, during the prediction error
modeling and coding phase, each prediction error is first mapped
through an invertiblemapping function similar to the one reported
by Eq. (3),

m(e) =

{
2|e| if e ≥ 0,

2|e| − 1 otherwise. (3)

It is important to note that the mapping function does not alter
the redundancy among the prediction errors. Subsequently, the
mapped prediction errors are encoded by means of an entropy
coder (e.g., arithmetic coder, etc.).

In Section 3.1 we described how the prediction is exploited to
hide the bits of the payload P into an input hyperspectral imageHI .
Instead, in the current section, we mainly focus on the description
of the proposed one-pass framework, by highlighting how it is
possible to exploit the capabilities of the prediction to carry out,
at the same time, two tasks, namely, the hiding of bits and the
compression of the achieved bit stream.

Fig. 4a shows the block diagram highlighting the key aspects
related to the embed procedure discussed in Section 3.1, whereas,
Fig. 4b, shows the block diagram characterizing a generic model
of a prediction-based lossless compression algorithm for hyper-
spectral images. In Fig. 4c, we show a block diagram highlighting
the key points related to the proposed framework, whose details
are described by the embedAndCompress procedure (Algorithm
5). From Fig. 4c, it is easy to note that the proposed one-pass
framework is made up by combining data hiding and compression
schemes.

More precisely, the embedAndCompress procedure allows the
hiding of the payload P into the input hyperspectral image HI

Algorithm 1: The pseudo-code of the embed procedure.
Input:

• HI: Input Hyperspectral Image
• P: Payload to hide in HI
• K: Key for the encryption of P

Output:

• HIM: Marked Hyperspectral Image
• α: Auxiliary Information

1: procedure embed(HI , P , K )
2: Allocate the necessary memory space for HIM ;
3: Copy the first row and the first column of each band from HI to

HIM ;
4: Encrypt the payload P with the key K and store the result in

PE ;
5: Initialize the set α to be empty, i.e., α = ∅;
6: Initialize the global variable i to 1, i.e., i = 1;
7: for r = 2 to HIR do
8: for c = 2 to HIC do
9: for b = 1 to HIB do

10: Let x be the sample at the (r , c) coordinates of the
bth band of HI;

11: Let xM be the sample at the (r , c) coordinates of
the bth band of HIM ;

12: Let β be a set defined as β = {bj|∀(rj, cj, bj) ∈ α};
13: if b ∈ β then
14: xM = x;
15: Store xM in HIM and continue with the next

iteration;
16: end if
17: if x == HImin or x == HImax then
18: xM = x;
19: if not all the bits of PE are embedded then
20: α = α ∪ {(r, c, b)};
21: end if
22: Store xM in HIM and continue with the next

iteration;
23: end if
24: x̂M = prediction of xM using the prediction context

obtained from HIM ;
25: e = x − x̂M
26: if not all the bits of PE are embedded then
27: eN = calculateNewErrorValue(PE

i , e);
28: else
29: eN = e;
30: end if
31: xM = x̂M + eN ;
32: Store xM in HIM ;
33: end for
34: end for
35: end for
36: return HIM and α;
37: end procedure

and, at the same time, the compression of HI . Similarly to the
embed procedure, in the initialization phase (from line 2 to 5) the
following data structures are allocated and initialized: HIM , the set
α and the global variable i. In addition, the payload P is encrypted
by using the input key K and the result is stored in PE . Notice
thatHIM represents themarked hyperspectral image,whichwill be
maintained in memory and built step-by-step during the process.
Moreover, it is important to point out that HIM will be used in the



Fig. 4. Block Diagrams of the key points of (a) Data Hiding, (b) Compression and (c) Proposed Framework.

prediction phase. In fact, as it can be observed from line 12 of the
embed procedure, the prediction of x̂M is performed by using the
prediction context obtained fromHIM . We stress that it is essential
to perform the prediction from HIM , since the decompression and
extraction algorithm (Algorithm 6) is only able to process the
prediction errors of HIM and it does not have access to the original
input hyperspectral image HI . Therefore, also the embedAndCom-
press procedure has to work on the marked hyperspectral image
HIM , to perform the correct and coherent extraction of the hidden
data, as well as the decompression and the reconstruction.

It is easy to note that the embedAndCompress procedure (Algo-
rithm 5) is very similar to the embed procedure (Algorithm 1). The
main difference is given by the instruction reported in the line 34
of the embedAndCompress procedure, where the modified predic-
tion error eN is mapped through the invertible mapping function
reported in Eq. (3).We remark that eN carries, if possible, the ith bit
of PE , denoted as PE

i . Once mapped, eN is sent to an entropy coder.
The subprocedure responsible to perform the mapping and the
sending is the mapAndSendError. Instead, in the embed procedure,
themodified prediction error eN is only used to compute xM , which
is subsequently stored in the marked hyperspectral image HIM .

Notice that the two conditional statements (if ) involved in the
managing of the underflow and overflow issues are exactly the
same in both the embed (lines 13–16 and 17–23) and embedAnd-
Compress (lines 18–21 and 22–28) procedures, except for the fact
that only in the embedAndCompress procedure the prediction error
e is mapped and sent to an entropy coder (lines 19 and 23, re-
spectively). By using the prediction error e, the decompression and
extraction procedure (Algorithm 6) is able to reconstruct exactly
the value of the pixel x, since such a pixel has the same value in
both HI and HIM .

Finally, we stress that the management of the first row and
the first column of HI is slightly different between the embed and

embedAndCompress procedures. In detail, the if conditional state-
ment reported from line 14 to 17 of the embedAndCompress pro-
cedure (Algorithm 5) enables to send the first row and the first
column of HI to an entropy coder, by means of the sendPixelValue
procedure, without performing the prediction andmapping. In this
manner, the decompression and extraction procedure (Algorithm
6) can properly reconstruct the first row and the first column.
Notice that in the embedprocedure (Algorithm1), such information
has been exactly copied from HI to HIM (line 3 of the embed
procedure).

3.2.1. Optimizing the embedding phase
The embedAndCompress procedure maintains in memory the

whole marked hyperspectral image HIM . We remark that HIM
needs to have the same dimensions as HI . It is important to note
that this aspect could be a drawback for eventual on-board imple-
mentations, e.g., due to the constrained hardware capabilities of
the sensors. Starting from the consideration that for the predic-
tion of the current sample x is only used its prediction context,
namely, the neighboring samples in the current band and in the
previous bands, it is possible to optimize the used memory space
by maintaining, for each band, only such latter samples, which are
effectively involved in the prediction phase of x.

4. Experimental results

In this section we report the results of the performed testing
activity, aimed at assessing the performance and effectiveness of
the proposed data hiding and compression scheme. In particu-
lar, in this section we first show that such a scheme is able to
achieve a saving, in terms of execution time, ranging from 20.08%
to 47.73%, with respect to the traditional solutions which first
perform data hiding and then compression. We also show that



Algorithm 2: The pseudo-code of the calculateNewErrorValue pro-
cedure.
Input:

• PE
i : i − th bit of the encrypted payload PE

• e: Prediction error

Output:

• eN: Modified Prediction Error used to compute the marked
image

1: procedure calculateNewErrorValue(PE
i , e)

2: eN = e;
3: if e == 0 or e == −1 then
4: if PE

i == 1 then
5: if e == −1 then
6: eN = e − 1;
7: else
8: eN = e + 1;
9: end if

10: end if
11: Increase of 1 the global variable i;
12: else
13: if e > 0 then
14: eN = e + 1;
15: else
16: eN = e − 1;
17: end if
18: end if
19: return eN ;
20: end procedure

through our framework it is possible to achieve a gain in terms of
embedding capacity ranging from 5.48% to 170.8%. Furthermore,
by employing standard metrics for evaluating image quality, we
can observe that by varying the size and type of the embedded data
payload, the two images, namely, the cover image and the marked
image, are extremely similar and difficult to distinguish, making
the detection of the hidden payload extremely difficult. Finally,
we show that when compared to the pure compression, i.e., the
compression performed on images which do not carry any hidden
payload, our proposal does not significantly affect the compression
performance in terms of bits per sample. In particular, the loss in
terms of compression performance ranges from 0.47% to 8.88%.

4.1. Involved metrics

Potentially, any kind of processing performed on a given image
may cause loss of information or quality. Such a loss should be
evaluated, in order to assess image quality. Available methods
for evaluating image quality can be classified in two categories:
subjective and objective. The former ones rely on human judgment
and work without reference to explicit criteria. Conversely, the
latter methods rely on comparisons through explicit numerical
criteria and can use several references, for example the ground
truth, prior knowledge expressed in terms of statistical parameters
and tests, etc. [40].

There are mainly two categories of objective quality (or distor-
tion) assessment methods. The first category is characterized by
mathematically defined measures, e.g., mean squared error (MSE),
peak signal to noise ratio (PSNR), root mean squared error (RMSE),
mean absolute error (MAE), signal-to-noise ratio (SNR), etc. The sec-
ond category of measurement methods is based on human visual
system (HVS) characteristics, in an attempt to integrate perceptual
quality measures [41].

Algorithm 3: The pseudo-code of the extractAndReconstruct pro-
cedure.
Input:

• HIM: Input Marked Hyperspectral Image
• K: Key for the decryption of the reconstructed payload PR

• α: Auxiliary Information

Output:

• HIR: Reconstructed Hyperspectral Image
• PR: Reconstructed and decrypted payload

1: procedure extractAndReconstruct(HIM , K , α)
2: Allocate the necessary memory space for HIR;
3: Copy the first row and the first column of each band from HIM

to HIR;
4: Initialize the set α and the set β to be empty, i.e., α = ∅ and

β = ∅;
5: Initialize the global variable i to 1, i.e., i = 1;
6: for r = 2 to HIMR do
7: for c = 2 to HIMC do
8: for b = 1 to HIMB do
9: Let xM be the sample at the (r , c) coordinates of

the bth band of HIM ;
10: if all the bits of PE are extracted then
11: xR = xM ;
12: Store xR in HIR and continue with the next itera-

tion;
13: end if
14: if b ∈ β or (r, b, c) ∈ α then
15: xR = xM ;
16: if (r, c, b) ∈ α then
17: β = β ∪ {b};
18: end if
19: Store xR in HIR and continue with the next itera-

tion;
20: end if
21: x̂R = prediction of xR using the prediction context

obtained from HIR;
22: e = xM − x̂R
23: eR = reconstructErrorValue(e, PE);
24: xR = x̂R + eR;
25: Store xR in HIR;
26: end for
27: end for
28: end for
29: Decrypt the extracted payload PE with the key K and store the

result in PR;
30: return HIR and PR;
31: end procedure

It is important to emphasize that mathematically defined mea-
sures are easy to calculate andhave low computational complexity.
Again, such measures are independent from both viewing condi-
tions and individual observers. We remark that if there are differ-
ent viewing conditions, a method which depends on the viewing
condition will generate different measurement results. Further-
more, it is in charge of the user to measure the viewing conditions,
as well as to calculate and insert the condition parameters to
the measurement systems. Conversely, a method which does not
depend on the viewing conditions, provides a single quality value
that enables to assess how good the image is [41]. Fromnowon,we
denote by x = {xi | i = 1, 2, . . . ,N} and y = {yi | i = 1, 2, . . . ,N}

the original and the test image signals, respectively.



Algorithm 4: The pseudo-code of the reconstructErrorValue proce-
dure.
Input:

• e: Error Value
• PR: Encrypted payload that will be extracted

Output:

• eR: Reconstructed Error Value

1: procedure reconstructErrorValue(e, PE)
2: if e == 0 then
3: PE

= concatBitValue(PE, 0);
4: Increase of 1 the global variable i;
5: else
6: if e == 1 then
7: PE

= concatBitValue(PE, 1)
8: eR = e − 1;
9: Increase of 1 the global variable i;

10: else
11: if e == −1 then
12: PE

= concatBitValue(PE, 0)
13: Increase of 1 the global variable i;
14: else
15: if e == −2 then
16: PE

= concatBitValue(PE, 1)
17: eR = e + 1;
18: Increase of 1 the global variable i;
19: else
20: if e > 0 then
21: eR = e − 1;
22: else
23: eR = e + 1;
24: end if
25: end if
26: end if
27: end if
28: end if
29: return eR;
30: end procedure

4.1.1. Peak Signal-to-Noise Ratio (PSNR)
In order to measure the distortion between the original hy-

perspectral image and the marked one, i.e., the one which carries
hidden data, we consider the Peak Signal-to-Noise Ratio (PSNR)
metric [40], outlined by means of Eq. (4),

PSNR(HI(i),HIM(i)) = 10 log10

(
(215

− 1)2

MSE(HI(i),HIM(i))

)
, (4)

where HI(i) is the ith band of hyperspectral image HI and HIM(i) is the
ith band of the marked hyperspectral image HIM , respectively. The
MSE is defined by means of Eq. (5),

MSE(HI(i),HIM(i)) =
1

HIRHIC

W∑
c=1

H∑
r=1

(
HI(r,b,c) − HIM(r,b,c)

)
, (5)

where HI(r,c,b) denotes the sample of HI located in the bth band at
the rth row and the cth column. Notice that H denotes the number
of rows andW denotes the number of columns, respectively.

The PSNR value approaches infinity as the MSE approaches
zero; this shows that a higher PSNR value provides a higher image
quality. At the other end of the scale, a small value of the PSNR
implies high numerical differences between the compared images.

4.1.2. Signal-to-Noise Ratio (SNR)
The Signal-to-Noise Ratio (SNR) [42] is characterized by Eq. (6),

SNR = 10 log10
EX
EN

, (6)

where EX and EN denote the energy of the original signal and of
the reconstruction error, respectively. In detail, we denote by xi,j,k
the original image and by x̂i,j,k the reconstructed image, where the
indexes i, j, and k characterize the lines, pixels and bands. Then,
we have EX =

∑
i,j,k x

2
i,j,k, and EN =

∑
i,j,k(xi,j,k − x̂i,j,k)2. Notice

that the energy EX depends on the mean value of the signal. It is
important to emphasize that hyperspectral images generally have
a nonzero mean value, since in the transform domain the mean
value is often caught by one transform coefficient (or by a small
set of coefficients). As reported in [42], the consequence is that it
makes sense to consider energy instead of variance, since energy-
preserving transforms or approximations thereof are used, which
also represent the image mean value.

4.1.3. Structural similarity (SSIM)
The SSIM is a well-established quality metric used to measure

the similarity between two images. Such a metric has been pro-
posed byWang et al. [43] and it is related to the quality perception
of the human visual system (HVS). The SSIM enables to monitor the
distortion of any image through a combination of three factors:
loss of correlation, luminance distortion and contrast distortion. The
SSIM is well-suited tomeasure the fidelity of signals and it exploits
the assumption that natural images have highly structured signals
with strong neighborhood dependencies. We remark that such
dependencies carry useful information about the structures of the
objects in the visual scene.

Let x and y be two nonnegative image signals. Assuming that
one of the signals has perfect quality, the similarity measure is
a quantitative measurement of the quality of the second signal.
In detail, the task of similarity measurement is carried out by
three comparison functions: luminance, contrast and structure. No-
tice that the three components are relatively independent, e.g., a
change in luminance and/or contrast does not affect the structures
of images.

The luminance comparison function is defined through Eq. (7),

l(x, y) =
2µxµy + C1

µ2
x + µ2

y + C1
, (7)

where

µx =
1
N

N∑
i=1

xi

and the constant C1 enables to avoid instability when µ2
x + µ2

y is
very close to zero. In detail, C1 is characterized by Eq. (8),

C1 = (K1L)2 , (8)

where L is the dynamic range of the pixel values (255 for 8-
bit grayscale images), and K1 ≪ 1 is a small constant. Similar
considerations also apply to contrast comparison and structure
comparison described later.

The contrast comparison function is given by Eq. (9),

c(x, y) =
2σxσy + C2

σ 2
x + σ 2

y + C2
, (9)

where

σx =

(
1

N − 1

N∑
i=1

(xi − µx)2
) 1

2



Algorithm 5: The pseudo-code of the embedAndCompress proce-
dure.
Input:

• HI: Input Hyperspectral Image
• P: Payload to hide in HI
• K: Key for the encryption of P

Output:

• α: Auxiliary Information

1: procedure embedAndCompress(HI , P , K )
2: Allocate the necessary memory space for HIM ;
3: Encrypt the payload P with the key K and store the result in

PE ;
4: Initialize the set α to be empty, i.e., α = ∅;
5: Initialize the global variable i to 1, i.e., i = 1;
6: for r = 1 to HIR do
7: for c = 1 to HIC do
8: for b = 1 to HIB do
9: Let x be the sample at the (r , c) coordinates of the

bth band of HI;
10: Let xM be the sample at the (r , c) coordinates of

the bth band of HIM ;
11: Let β be a set defined as β = {bj|∀(rj, cj, bj) ∈ α};
12: x̂M = prediction of xM using the prediction context

obtained from HIM ;
13: e = x − x̂M
14: if r == 1 or c == 1 then
15: sendPixelValue(x);
16: Store x in HIM and continue with the next itera-

tion;
17: end if
18: if b ∈ β then
19: mapAndSendError(e);
20: Store x in HIM and continue with the next itera-

tion;
21: end if
22: if x == HImin or x == HImax then
23: mapAndSendError(e);
24: if not all the bits of PE are embedded then
25: α = α ∪ {(r, c, b)};
26: end if
27: Store x in HIM and continue with the next itera-

tion;
28: end if
29: if not all the bits of PE are embedded then
30: eN = calculateNewErrorValue(PE

i , e);
31: else
32: eN = e;
33: end if
34: mapAndSendError(eN );
35: xM = x̂M + eN ;
36: Store xM in HIM ;
37: end for
38: end for
39: end for
40: return α;
41: end procedure

and C2 = (K2L)2, K2 ≪ 1. An important feature of this function is
that with the same amount of contrast change △σ = σy − σx, this
measure is less sensitive to the case of high base contrast σx than

Algorithm6: The pseudo-code of the decompressExtractAndRecon-
struct procedure.
Input:

• K: Key for the decryption of the reconstructed payload PR

• α: Auxiliary Information

Output:

• HIR: Reconstructed and Decompressed Hyperspectral Image
• PR: Reconstructed and decrypted payload

1: procedure decompressExtractAndReconstruct(K , α)
2: Allocate the necessary memory space for HIR and for HIM ;
3: Initialize the set α and the set β to be empty, i.e., α = ∅ and

β = ∅;
4: Initialize the global variable i to 1, i.e., i = 1;
5: for r = 1 to HIMR do
6: for c = 1 to HIMC do
7: for b = 1 to HIMB do
8: if r == 1 or c == 1 then
9: x = receivePixelValue();

10: Store x in HIR;
11: Store x in HIM ;
12: Continue with the next iteration;
13: end if
14: x̂M = prediction of xM using the prediction context

obtained from HIM ;
15: eM = receiveAndUnmapError();
16: if all the bits of PE are extracted or b ∈ β or

(r, c, b) ∈ α then
17: x = x̂M + eM ;
18: Store x in HIR;
19: Store x in HIM ;
20: if (r, c, b) ∈ α then
21: β = β ∪ {b};
22: end if
23: Continue with the next iteration;
24: end if
25: eR = reconstructErrorValue(eM , PE);
26: xM = x̂M + eM ;
27: xR = x̂M + eR;
28: Store xM in HIM ;
29: Store xR in HIR;
30: end for
31: end for
32: end for
33: Decrypt the extracted payload PE with the key K and store the

result in PR;
34: return HIR and PR;
35: end procedure

low base contrast. This is consistent with the contrast-masking
feature of the HVS.

Structure comparison is performed after luminance subtrac-
tion and variance normalization. More precisely, we associate the
two unit vectors (x − µx)/σx and (y − µy)/σy, each lying in the
hyperplane defined by (3), to the structure of the two images.
The correlation (inner product) between such two vectors is a
simple and effective measure to quantify the structural similarity.
Notice that the correlation between (x − µx)/σx and (y − µy)/σy
is equivalent to the correlation coefficient between x and y. The
structure comparison function is given by Eq. (10),

s(x, y) =
σxy + C3

σxσy + C3
. (10)



Notice that as in the luminance and contrast measures, a small
constant has been introduced in both denominator and numerator.
In the discrete form, σxy can be estimated as

σxy =
1

N − 1

N∑
i=1

(xi − µx)(yi − µy) . (11)

Finally, the three comparison functions represented by Eqs. (7),
(9) and (10) are combined to create the SSIM index between signals
x and y

SSIM(x, y) = [l(x, y)]α · [c(x, y)]β · [s(x, y)]γ , (12)

where α > 0, β > 0 and γ > 0 are parameters used to adjust the
relative importance of the three components. In order to simplify
the expression, we set α = β = γ = 1 and C3 = C2/2 in this
paper. This results in a specific form of the SSIM index

SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ 2
x + σ 2

y + C2)
. (13)

4.1.4. Quality index (Q-Index)
It is amathematically defineduniversal imagequality index [41].

The Q-Index is referred to be ‘‘universal’’, since the quality mea-
surement approach does not depend on the image under eval-
uation, the viewing conditions or the individual observers. Such
index is applicable to several image processing applications and
provides meaningful comparison among different types of image
distortions.

The Q-Index is defined by means of Eq. (14)

Q =
4σxyx̄ȳ

(σ 2
x + σ 2

y )[(x̄)2 + (ȳ)2]
, (14)

where

x̄ =
1
N

N∑
i=1

xi, ȳ =
1
N

N∑
i=1

yi ,

σ 2
x =

1
N − 1

N∑
i=1

(xi − x̄)2, σ 2
y =

1
N − 1

N∑
i=1

(yi − ȳ)2 ,

σxy =
1

N − 1

N∑
i=1

(xi − x̄)(yi − ȳ) .

The value of Q lies within the range [−1, 1]. The best value for
Q is 1 and it is achieved if and only if yi = xi for all i = 1, 2, . . . ,N ,
hence if the compared images are exactly the same. This quality in-
dex characterizes any form of distortion as a combination of three
different factors, namely, loss of correlation, luminance distortion
and contrast distortion. Therefore, the definition of Q-Index can be
rewritten as a product of three components,

Q =
σxy

σxσy
·

2x̄ȳ
(x̄)2 + (ȳ)2

·
2σxσy

σ 2
x + σ 2

y
, (15)

where the first component is the correlation coefficient between x
and y, which measures the degree of linear correlation between x
and y, and its dynamic range is [−1, 1]. The best value is 1 and it is
obtainedwhen yi = axi+b for all i = 1, 2, . . . ,N , where a and b are
constants and α > 0. The second component, with a value in the
range [0, 1], measures how close the mean luminance is between
x and y. It equals 1 if and only if x̄ = ȳ. σx and σy can be viewed
as an estimate of the contrast of x and y, so the third component
measures how similar the contrasts of the images are. Its range of
values is also [0, 1], where the best value is 1 and it is achieved if
and only if σx = σy.

Table 1
Dataset description.
Hyperspectral images Columns Lines Bands

Moffett field 753 1924 224
Cuprite 754 2776 224
Lunar lake 781 6955 224
Low altitude 614 1087 224

4.2. Testing environment and testbed

We designed and tested a working prototype of our proposal,
in order to assess its effectiveness. The testing activity has been
performed on four hyperspectral images belonging to the Airborne
Visible/Infrared Imaging Spectrometer (AVIRIS) public dataset, pro-
vided by the Jet Propulsion Laboratory (JPL) of the NASA. In Table 1
we report the dimensions of each tested image, outlined in rows
from the second to the fifth. In detail, the second, the third and the
fourth column denote the number of columns, rows and bands of
each image, respectively.

It is important to point out that each sample is stored as a 16-
bits signed integer. Thus, a sample can assume a value in the range
[−215, 215

−1]. For such a reason, to avoid underflow and overflow
issues, we set HImin = −215 and HImax = 215

− 1, respectively.
We use the following data payloads:

• Data Payload 1 (D1)

– Description: Composed of all bit values equal to 1;
– Size: Covers the whole Embedding Capacity (EC);

• Data Payload 2 (D2)

– Description: Pseudo-random generated;
– Size: Covers the whole Embedding Capacity (EC);

• Data Payload 3 (D3)

– Description: Pseudo-random generated;
– Size: 6000000 bits (732 KB);

Notice that in all the performed experiments, we do not encrypt
the data payloads and we use an arithmetic coder as entropy
coder. Again, we consider three predictors: the Median Edge De-
tector (MED) predictor, the Linear Predictor (LP) [44] and the 3D-
MultiBand Linear Predictor (3D-MBLP) [4]. As done in [44], in all the
experiments we process the first 8 bands of each image by using
the MED predictor. We remark that the 3D-MBLP is a configurable
predictor, in which it is possible to set two parameters, denoted
as N and B, where N denotes the number of samples for the
current band and for each of the B previous bands involved in the
prediction. In detail, in all the experiments, we use the following
four configurations:

• N = 4, B = 1;
• N = 8, B = 1;
• N = 8, B = 2;
• N = 16, B = 2.

In order characterize the computational costs related to the
aforementioned predictors, in Table 2 we report an estimation of
thenumber of floating-point operations needed topredict a sample
of a hyperspectral image.

4.2.1. Efficiency and compression performance
With the aim of evaluating our proposal in terms of time effi-

ciency, we havemonitored the execution time of the following two
scenarios:

• Scenario 1 — Execution of Data Hiding + Compression

– Execution of a proof of concept implementing the embed
procedure reported in Algorithm 1;



Fig. 5. Efficiency — Normalized [0, 1] (Graphs).

– Execution of a proof of concept implementing a
predictive-based lossless compression procedure (from
now on, referred to as the compression algorithm), sim-
ilar to the one shown in Fig. 4b;

• Scenario 2 — Execution of Our Proposal

– Execution of a proof of concept implementing the embe-
dAndCompress procedure reported in Algorithm 5.

More precisely, we evaluate the execution time of the embe-
dAndCompress procedure (Scenario 2), as well as the time required
to complete the execution of both the embed procedure and the
compression algorithm (Scenario 1). In the Scenario 1, the hyper-
spectral image HI is processed by the embed procedure and the
output of such a procedure, denoted as HIM , became the input
of the compression algorithm. It is important to point out that
the results (images) produced by Scenario 1 and Scenario 2 are
equivalent. We remark that for the monitoring of the execution
time, we have not taken into account the time needed for the
access to the physical support (i.e., reading/writing operations),
as well as the execution time of the arithmetic coder used for
the embedAndCompress procedure and the lossless compression
algorithm.

Table 3 and Fig. 5 summarize the normalized execution times
(in the range [0, 1]), on all the tested images (columns from the
second to the fifth), concerning the Scenario 1 (Data Hiding + Com-
pression) and the Scenario 2 (Proposed). Recall that we considered

Table 2
# of floating-point operations per sample.

# of f.p. operations p.s.

MED Predictor (baseline) ∼2
LP (T = ∞) ∼6
3D-MBLP (N = 4, B = 1) ∼5
3D-MBLP (N = 8, B = 1) ∼9
3D-MBLP (N = 8, B = 2) ∼35
3D-MBLP (N = 16, B = 2) ∼67

the LP and the 3D-MBLP predictors (rows from the second to the
sixth). We also report the percentage change achieved by compar-
ing the execution time of the Scenario 1 with respect to the one
of the Scenario 2. We monitored the executions by using the same
parameters for both the scenarios andwe used the data payloadD2
for the embedding.

4.2.2. Capacity
In Table 4 we report an estimation of the Embedding Capacity

(EC) achieved by our proposal, by considering the LP and the 3D-
MBLP predictors (rows from the second to the seventh), for each
evaluated hyperspectral image (columns from the second to the
fifth). More precisely, we have obtained the estimation of the EC
by simulating the embedding of a data payload composed of all the
bits equal to 1. The second row of Table 4 reports the EC estimated
by using the bi-dimensional MED predictor. The estimated EC,
achieved through the MED predictor, is also used as baseline and
it is compared with respect to the ECs obtained by using the other



Table 3
Execution times — Normalized in the range [0, 1].

Moffett field Cuprite Lunar lake Low altitude

LP (T = ∞)
Data Hiding + Compression
Proposed
Percent change

0.0566
0.0260
−39.40%

0.0897
0.0487
−37.07%

0.3110
0.1809
−39.18%

0.0141
0.0000
−40.28%

3D-MBLP (N = 4, B = 1)
Data Hiding + Compression
Proposed
Percent change

0.1320
0.0660
−43.12%

0.1997
0.1057
−42.61%

0.5600
0.4434
−20.08%

0.0488
0.0186
−43.23%

3D-MBLP (N = 8, B = 1)
Data Hiding + Compression
Proposed
Percent change

0.1602
0.0812
−43.62%

0.2431
0.1282
−43.52%

0.6661
0.4883
−25.87%

0.0625
0.0258
−43.92%

3D-MBLP (N = 8, B = 2)
Data Hiding + Compression
Proposed
Percent change

0.2089
0.1041
−45.62%

0.3190
0.1630
−45.89%

0.9532
0.5735
−38.98%

0.0836
0.0362
−45.37%

3D-MBLP (N = 16, B = 2)
Data Hiding + Compression
Proposed
Percent change

0.2535
0.1225
−47.73%

0.3765
0.1870
−47.68%

1.0000
0.7374
−25.72%

0.1025
0.0439
−47.43%

Table 4
Embedding capacity (in bits).

Moffett field Cuprite Lunar lake Low altitude

MED predictor (baseline) 40943761 65597022 169888412 6448934
LP (T = ∞)

Percentage change
43708046
+6.75%

64614107
−1.5%

179203290
+5.48%

12173558
+88.77%

3D-MBLP (N = 4, B = 1)
Percentage change

57574404
+40.62%

78080592
+19.03%

221298199
+30.26%

14886599
+130.84%

3D-MBLP (N = 8, B = 1)
Percentage Change

61009543
+49.01%

82695892
+26.07%

234315111
+37.92%

15666995
+142.94%

3D-MBLP (N = 8, B = 2)
Percentage Change

71022431
+73.46%

97211303
+48.19%

273799861
+61.16%

16544623
+156.55%

3D-MBLP (N = 16, B = 2)
Percentage Change

74412161
+81.74%

100957897
+53.91%

286086788
+68.4%

17463812
+170.8%

Table 5
Embedding rate (average).

Moffett field Cuprite Lunar lake Low altitude

MED Predictor (baseline) 0.1262 0.1399 0.1396 0.0431
LP (T = ∞) 0.1347 0.1378 0.1473 0.0814
3D-MBLP (N = 4, B = 1) 0.1774 0.1665 0.1819 0.0996
3D-MBLP (N = 8, B = 1) 0.1880 0.1764 0.1926 0.1048
3D-MBLP (N = 8, B = 2) 0.2189 0.2073 0.2250 0.1107
3D-MBLP (N = 16, B = 2) 0.2293 0.2153 0.2351 0.1168

two predictors: LP (reported in the third row) and 3D-MBLP (rows
from the fourth to the seventh). Each row from the third to the
seventh reports the percentage change, that is, the percentage
increase or decreasewith respect to the used baseline (i.e., theMED
predictor).

In Fig. 6 we show the trend of the EC values (y-axis) achieved
for each band (x-axis) of the Moffett Field, Lunar Lake, Cuprite and
Low Altitude images, respectively.

Furthermore, in Table 5 we report the Embedding Rate (ER) of a
given hyperspectral image (columns from the second to the fifth),
obtained according to Eq. (16)

ER =
1
HIB

·

HIB∑
i=1

ECi

HIR · HIC
, (16)

where ECi is the EC of the ith band.

4.2.3. Imperceptibility performances
In this section we evaluate the imperceptibility of the proposed

scheme. In detail, we invoke the embedAndCompress procedure on
the hyperspectral image HI and then decompress the output of
such a procedure, without extracting the hidden data. Notice that

this scenario is equivalent to invoke the embed procedure on the
input HI . The obtained output, namely, the marked hyperspectral
image HIM , is then compared with the unaltered hyperspectral
image HI , by using the following imperceptibility metrics: SSIM,
Q-Index, SNR and PSNR (described in Section 4.1).

In Tables 6–8 we report the results achieved through the afore-
mentionedmetrics on all the testedhyperspectral images (columns
from the second to the fifth), by using the LP and the 3D-MBLP
predictors (rows from the second to the sixth) and by considering
the data payload D1 (Table 6), D2 (Table 7) and D3 (Table 8).

We stress that the value achieved by a given metric is obtained
as follows. Let N be the number of bands of both the cover image
HI and marked image HIM . A given metric is first computed on
each pair of bands, namely, the ith band of the cover image and
the ith band of the marked image, where 1 ≤ i ≤ N . After
the values of a given metric has been calculated for each pair
of bands, the average of such values is calculated and becomes
the final value of the metric (reported in the appropriate table).
Notice that we have properly adapted the used metrics, in the way
described before, since such metrics were designed to work on bi-
dimensional images.

In Fig. 7a we show the value of the SSIM metric (y-axis) for
each band of the Low Altitude image (x-axis), in which D1 is hidden.
Similarly to Fig. 7a, in Fig. 7b we show the trend of the Q-Index
metric (y-index) for each band of the Lunar Lake image (x-axis), in
which D1 is hidden. Fig. 7c and Fig. 7d show the trend of the SNR
and the PSNRmetrics, respectively, for each band of the Cuprite and
Moffett Field images. Notice that in both images the data payloadD2
is embedded.

From the two graphs in Fig. 8, reported on the left, it is possible
to observe the slight differences between the histograms of the



Fig. 6. Band-by-Band Capacity.

Table 6
Imperceptibility Performances by considering the data payload D1 .

Moffett field Cuprite Lunar lake Low altitude

LP (T = ∞)
SSIM
QI
SNR
PSNR

0.9988
0.9964
53.73
90.32

0.9996
0.9999
59.40
90.32

0.9950
0.9991
56.85
90.31

0.9969
0.9980
54.32
90.32

3D-MBLP (N = 4, B = 1)
SSIM
QI
SNR
PSNR

0.9988
0.9889
53.73
90.32

0.9996
0.9999
59.40
90.32

0.9921
0.9981
56.85
90.31

0.9948
0.9981
54.32
90.32

3D-MBLP (N = 8, B = 1)
SSIM
QI
SNR
PSNR

0.9985
0.9878
53.73
90.32

0.9996
0.9999
59.40
90.32

0.9915
0.9980
56.85
90.31

0.9946
0.9981
54.32
90.32

3D-MBLP (N = 8, B = 2)
SSIM
QI
SNR
PSNR

0.9982
0.9913
53.73
90.32

0.9996
0.9999
59.40
90.32

0.9931
0.9986
56.85
90.31

0.9957
0.9981
54.32
90.32

3D-MBLP (N = 16, B = 2)
SSIM
QI
SNR
PSNR

0.9979
0.9904
53.73
90.32

0.9995
0.9999
59.40
90.32

0.9927
0.9986
56.85
90.31

0.9956
0.9981
54.32
90.32



Table 7
Imperceptibility Performances by considering the data payload D2.

Moffett field Cuprite Lunar lake Low altitude

LP (T = ∞)
SSIM
QI
SNR
PSNR

0.9988
0.9963
54.05
90.64

0.9996
0.9999
59.73
90.64

0.9949
0.9991
57.20
90.67

0.9971
0.9982
54.50
90.50

3D-MBLP (N = 4, B = 1)
SSIM
QI
SNR
PSNR

0.9987
0.9902
54.13
90.72

0.9996
0.9999
59.78
90.70

0.9925
0.9983
57.26
90.73

0.9950
0.9982
54.54
90.54

3D-MBLP (N = 8, B = 1)
SSIM
QI
SNR
PSNR

0.9984
0.9891
54.18
90.77

0.9996
0.9999
59.82
90.74

0.9919
0.9982
57.30
90.77

0.9948
0.9983
54.55
90.56

3D-MBLP (N = 8, B = 2)
SSIM
QI
SNR
PSNR

0.9982
0.9924
54.26
90.85

0.9996
0.9999
59.90
90.81

0.9936
0.9989
57.39
90.86

0.9959
0.9983
54.57
90.57

3D-MBLP (N = 16, B = 2)
SSIM
QI
SNR
PSNR

0.9980
0.9918
54.28
90.87

0.9996
0.9999
59.91
90.83

0.9932
0.9988
57.41
90.88

0.9958
0.9983
54.58
90.58

Table 8
Imperceptibility Performances by considering the data payload D3 .

Moffett field Cuprite Lunar lake Low altitude

LP (T = ∞)
SSIM
QI
SNR
PSNR

0.9999
0.9999
63.75
100.34

0.9999
0.9999
70.43
101.35

0.9998
0.9999
72.47
105.93

0.9985
0.9990
57.57
93.57

3D-MBLP (N = 4, B = 1)
SSIM
QI
SNR
PSNR

0.9999
0.9997
64.49
101.07

0.9999
0.9999
71.09
102.01

0.9998
0.9999
73.01
106.47

0.9979
0.9992
58.50
94.50

3D-MBLP (N = 8, B = 1)
SSIM
QI
SNR
PSNR

0.9999
0.9997
65.03
101.62

0.9999
0.9999
71.63
102.55

0.9998
0.9999
73.68
107.14

0.9979
0.9993
58.73
94.74

3D-MBLP (N = 8, B = 2)
SSIM
QI
SNR
PSNR

0.9999
0.9998
65.83
102.42

0.9999
0.9999
72.42
103.34

0.9999
0.9999
74.51
107.98

0.9984
0.9993
58.97
94.98

3D-MBLP (N = 16, B = 2)
SSIM
QI
SNR
PSNR

0.9999
0.9998
66.06
102.65

0.9999
0.9999
72.60
103.52

0.9999
0.9999
74.74
108.20

0.9985
0.9993
59.22
95.22

unaltered Low Altitude image and the ones that embed the data
payloads D1 and D2, respectively. Moreover, in the two graphs in
Fig. 8, reported on the right, a zoomed portion of such histograms
is shown.

4.2.4. Compression performances
This section highlights the compression performances of the

proposed scheme, by exploring how the hiding of a data payload
impacts on the compression results. More precisely, we compare
the results, in terms of Bit-Per-Sample (BPS), achieved by the com-
pression of each hyperspectral image through the compression al-
gorithm,with respect to the results achieved by using our proposal,
when the data payloads are embedded, i.e., D1, D2 and D3.

In Table 9 we report the results achieved by comparing the two
aforementioned approaches. In detail, in such a table we report
the results (in terms of BPS) concerning the pure compression
algorithm, as well as those achieved by our proposal (reported

in parenthesis), along with the relative percentage change. The
results reported in such a table take into account the three data
payload, i.e., D1, D2 and D3 for each image (columns from the
second to the fifth), besides considering the LP predictor (second
row) and the 3D-MBLPpredictors (rows from the third to the sixth).

5. Conclusions and future works

In this work we presented a novel one-pass framework suitable
for hyperspectral images collected through remote sensing facili-
ties. The proposed framework allows, at the same time, the hiding
of a data payload and the compression of the resulting marked
stream. In particular, the proposed data hiding strategy is based
on themodification of prediction errors (MPE) technique [36].

Experimental results show that the above framework is able to
achieve significant performance improvements in terms of execu-
tion time, with respect to the solution which performs data hiding



Fig. 7. Example of Band-by-Band metric values trends.

Table 9
Compression Performance: BPS — Bits Per Sample.

Moffett field Cuprite Lunar lake Low altitude

LP (T = ∞)
Percent Change - D1 (BPS)
Percent Change - D2 (BPS)
Percent Change - D3 (BPS)

5.3883
−2.54% (5.5289)
−4.99% (5.6713)
−0.95% (5.4401)

4.9917
−3.02% (5.1470)
−5.68% (5.2924)
−0.80% (5.0320)

4.6091
−3.37% (4.7699)
−6.38% (4.9232)
−0.47% (4.6309)

5.5457
−2.36% (5.6800)
−3.71% (5.7595)
−2.26% (5.6741)

3D-MBLP (N = 4, B = 1)
Percent Change - D1 (BPS)
Percent Change - D2 (BPS)
Percent Change - D3 (BPS)

4.7420
−3.44% (4.9109)
−6.69% (5.0821)
−1.10% (4.7947)

4.5834
−4.43% (4.7960)
−7.55% (4.9579)
−0.94% (4.6268)

4.1920
−4.98% (4.4119)
−8.64% (4.5887)
−0,54% (4.2150)

5.1420
−3.15% (5.3094)
−4.89% (5.4066)
−2.56% (5.2773)

3D-MBLP (N = 8, B = 1)
Percent Change - D1 (BPS)
Percent Change - D2 (BPS)
Percent Change - D3 (BPS)

4.7747
−2.61% (4.9028)
−6.26% (5.0934)
−0.96% (4.8211)

4.5937
−3.64% (4.7674)
−7.14% (4.9470)
−0.83% (4.6323)

4.1723
−4.16% (4.3533)
−8.26% (4.5478)
−0.50% (4.1932)

5.1043
−2.81% (5.2519)
−4.67% (5.3544)
−2.39% (5.2295)

3D-MBLP (N = 8, B = 2)
Percent Change - D1 (BPS)
Percent Change - D2 (BPS)
Percent Change - D3 (BPS)

4.5609
−3.68% (4.7350)
−7.87% (4.9503)
−1.00% (4.6072)

4.5334
−3.32% (4.6891)
−7.39% (4.8953)
−0.77% (4.5685)

4.0587
−4.08% (4.2312)
−8.88% (4.4541)
−0.49% (4.0788)

5.0484
−2.58% (5.1822)
−4.58% (5.2909)
−2.30% (5.1670)

3D-MBLP (N = 16, B = 2)
Percent Change - D1 (BPS)
Percent Change - D2 (BPS)
Percent Change - D3 (BPS)

4.5183
−3.12% (4.6638)
−7.60% (4.8898)
−0.95% (4.5618)

4.4912
−2.77% (4.6191)
−7.07% (4.8330)
−0.73% (4.5242)

3.9983
−3.43% (4.1401)
−8.56% (4.3728)
−0.48% (4.0176)

4.9785
−2.34% (5.0976)
−4.49% (5.2124)
−2.20% (5.0906)

and then compression by means of two separate stages. Moreover,
testing activity carried out to assess the performance of our pro-
posal in terms of imperceptibility, shows that the cover image and
the stego image are extremely similar, since the hiddendata results
to be imperceptible. Finally, when dealing with images containing

an embedded data payload, the compression performance of our
proposal does not show a significant decrease, if compared to the
performance achieved by compressing images not affected by data
embedding.



Fig. 8. Histograms of the Low Altitude image and the marked ones, produced by our scheme by considering the LP and the 3D-MBLP predictors and the data payloads D1 and
D2 .

Future research activity can follow several different directions.
In detail, to further improve the execution time, we intend to
explore the possibility of a parallel design of our proposal [45].
Moreover, we intend to explore the possibility of extending our
framework to consider also the lossy compression. Finally, in the
case of a textual-based payload, we intend to perform further test-
ing activity, by using text compression and encryption approaches
on the payload itself, as for example the approach discussed in [46].
In particular, we believe that the use of text compression should
minimize the representation of the data, hence minimizing the
distortion when the compressed payload will be hidden.
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