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Functional magnetic resonance imaging (fMRI) provides an effective and noninvasive tool for researchers to 
understand cerebral functions and correlate them with brain activities. In addition, with the ever-increasing 
diffusion of the Internet, such images may be exchanged in several ways, allowing new research and medical 
services. On the other hand, ensuring the security of exchanged fMRI data becomes a main concern due 
to their special characteristics arising from strict ethics and legislative and diagnostic implications. Again, 
the risks increase when dealing with open environments like the Internet. For this reason, security mecha-
nisms that ensure protection of such data are strongly required. However, we remark that the mechanisms 
commonly employed for data protection are doomed to fail when dealing with imaging data. In this article, 
we propose a novel watermarking scheme explicitly addressed for this type of imaging. Such a scheme can 
be used for several purposes, particularly to ensure authenticity and integrity. Moreover, we show how to 
integrate our scheme within commercial off-the-shelf fMRI system. Finally, the validity and the efficiency of 
our scheme has been assessed through testing.

1. INTRODUCTION
Research concerning brain functional activities is experiencing an ever-increasing in-
terest in the area of neuroimaging. Functional magnetic resonance imaging (fMRI) pro-
vides an effective and noninvasive tool for researchers to understand cerebral functions
and correlate them with brain activities. The fMRI-based research shares many fea-
tures with the clinical practice, and hence even if an fMRI analysis may have a merely
research-oriented goal, some of the data collected during such analysis might have
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medical interest. Thus, the security of such images, as for any medical and medical-
related information, is conditioned by strict ethics and legislative rules. In addition,
such images may be used as evidence in a court of law. Indeed, although digital forensic
techniques have been proposed to detect various traces of tampering, relatively slight
modifications either cannot be detected by these techniques or make them ineffective.
Therefore, it is critical to verify the integrity of such evidence.

Moreover, even if advances in communication technology have provided new ways to
store, access, and distribute data in a digital format, such advances have introduced
new threats, given the simplicity by which digital content can be manipulated. There-
fore, it is often necessary to detect whether a digital image has been altered somehow
from when it was recorded, and it is crucial to ensure the authenticity of the image.
In general, an approach to protect fMRI images may be the inclusion of some other
information into the image header. However, such an approach is prone to attacks, such
as manipulation and tampering. In addition, information loss might occur during file
format conversions [Coatrieux et al. 2009]. Finally, even if encryption can be used to
protect data transmitted over insecure networks, decrypted content may be affected by
unauthorized use or manipulation at the receiver’s side [Boucherkha and Benmohamed
2004]. To overcome the limitations mentioned previously, it is necessary to introduce
a protection level that is as near as possible to the data. Digital watermarking is a
well-established technique to ensure this type of protection. More precisely, digital wa-
termarking techniques can be used for multiple purposes. In particular, they are com-
monly employed to provide image integrity and authenticity [Castiglione et al. 2015a;
Pizzolante et al. 2013; Pizzolante and Carpentieri 2012; Pizzolante et al. 2011]. How-
ever, watermarking techniques generally introduce a certain level of alteration to or
information loss in the original image, and this cannot be tolerated when dealing with
sensitive images, as in the case of fMRI. For this reason, reversible watermarking tech-
niques have been introduced, which enable the exact recovery of the original image after
the extraction of the embedded information without any alteration or information loss.

In this article, we first propose a novel fragile reversible watermarking scheme
for images characterizing fMRI-based analysis, which relies on those proposed in
Castiglione et al. [2015b] and Coatrieux et al. [2009]. The proposed scheme, coupled
with cryptographic primitives such as digital signatures and hash functions, can be
used effectively to ensure authenticity and integrity for fMRI images without using any
external metadata (e.g., headers and attributes) and in a manner that is independent of
the image format. In addition, the scheme that we propose may be used to include data
that needs to be sent from one endpoint to another, such as information concerning a
patient. Moreover, we remark that given its structure, our scheme could be modeled by
means of an open-loop microcontroller [Kuo and Golnaraghi 2002], and thus it is well
suited to be implemented directly on board. Furthermore, in this work, we show how
to integrate the proposed scheme within fMRI systems and particularly how such a
scheme can operate coupled with the DICOM standard. Again, considering that in the
future the DICOM standard might be modified or other standards could be introduced,
we show how the proposed scheme can be used in a manner that is independent of such
a standard. Finally, to assess the performance and the effectiveness of our scheme when
the hardware and software characteristics at its disposal are extremely constrained, we
implemented and evaluated such a scheme on a credit card–size single-board computer.

This article is organized as follows. In Section 2, we provide some basic concepts
underlying the DICOM standard. In Section 3, we describe the proposed watermark
scheme and how it can be used for the protection of fMRI images. In Section 4, we
show the integration of our scheme within an fMRI system. In Section 5, we show the
experimental results achieved evaluating our scheme. Finally, in Section 6, we draw
conclusions and offer future research directions.



2. BACKGROUND AND PRELIMINARIES
DICOM is a software integration standard mainly used in medical and medical-related
imaging. Almost all modern medical imaging systems, referred to as imaging modalities
(e.g., x-ray, ultrasound, computed tomography, magnetic resonance imaging), support
DICOM and use it extensively. Informally speaking, all medical and medical-related
images are saved in DICOM format, and hence medical imaging equipment creates
DICOM objects. Each of these objects holds patient information (e.g., name, ID num-
ber, gender, and date of birth), important acquisition data (e.g., the equipment used and
its settings), and the context of the imaging study that has been used to bind the image
to the medical treatment of which it was part. More precisely, in the DICOM model, a
patient can have one or more studies, sometimes referred to as exams or procedures.
Each study consists of one or more series. A series generally corresponds either to a
specific type of data (modality) or to the position of a patient on the acquisition device.
Each series contains one or more DICOM object instances, which most commonly are
images, but they also report waveform objects and the like. Finally, the preceding in-
formation is contained in each DICOM object relative to a study. In detail, data such as
patients, studies, and medical devices are viewed by DICOM as objects with their rel-
ative properties and attributes. All DICOM objects are made by data elements, which
represent the smallest building blocks that can be grouped to build more meaning-
ful and complex DICOM objects. DICOM denotes those hierarchically related blocks
as information modules, information entities (IEs), and information object definitions
(IODs). Modules form IEs, which in turn are used to build IODs. Information modules
provide the first and most essential level of data element organization, gathering re-
lated data attributes (elements) in a consistent and structured manner. DICOM IEs
are built from DICOM information modules. In particular, for each IE, DICOM lists
the modules that such IE should include. Finally, when combined meaningfully, IEs
build IODs, which are the objects used by DICOM [Pianykh 2009]. The data encoded
according to DICOM standard can be transmitted and processed by DICOM devices
and software, known as application entities (AEs). The AEs provide services to each
other, which usually involve some data exchange over a computer network. Therefore,
it becomes natural to associate particular service types to the data (IODs) that they
process. Those associations are denoted as service-object pairs (SOPs) and are grouped
into SOP classes. The building blocks of DICOM are a file format and a networking
protocol. In particular, DICOM applications can collaborate in two ways: they can com-
municate over a TCP/IP network or exchange files over some physical media. Medical
and medical-related information represent the application data, as shown in Figure 1.

More precisely, an AE is a DICOM implementation that organizes data into DICOM 
objects properly encoded. Then, such objects can be shared or sent to other DICOM 
applications. Finally, as shown in Figure 1, DICOM objects can be either written into 
DICOM files through some physical media (e.g., CD, DVD, and USB) or sent over a 
TCP/IP network by using DICOM commands.

3. THE FRAGILE REVERSIBLE WATERMARKING SCHEME
Our fragile reversible watermarking scheme is based on those proposed in Coatrieux
et al. [2009] and Castiglione et al. [2015b]. In particular, the proposed scheme belongs
to the category of additive schemes, where the watermark string is added directly to
the image signal (i.e., to its samples). By doing this, the watermarked signal contains
the original image signal, as well as the one affected by both the watermark string and
secret key. The main idea underlying our scheme is to embed each bit of the watermark
string into a specific block, constituted by 2 × 2 samples of the image. In detail, since
each sample value belongs to a finite set of values (i.e., {0, 1, . . . , 216 −1}), it is important



Fig. 1. DICOM general communication model [National Electrical Manufacturers Association 2015].

to add the watermark signal while avoiding underflows and overflows. For this reason,
we define a valid block as a block that does not cause underflows/overflows, even when
a single bit of the watermark string is embedded. We remark that even if, virtually,
each valid block allows to embed a bit, some of them cannot be used for this purpose in
practice. In fact, for some of those blocks, the extraction algorithm would not be able
to extract the hidden information. Therefore, valid blocks should be further classified
into carrier blocks and noncarrier blocks, where the former are able to embed a bit,
whereas the latter are not. More precisely, in each carrier block, a bit can be embedded
by adding or subtracting, according to the value of this bit, the watermark pattern
signal W, defined by the following equation:

W =
(

1 −1
−1 1

)
.

A valid block B can be detected by performing a specific estimation. Let Be define
such an estimation, where each sample is obtained through the linear combination of
some samples of B. In detail, by verifying the relation between Band Be, it is possible to
decide whether B is a carrier or noncarrier block. We note that the extraction algorithm
is able to classify, in two phases, the valid blocks. Furthermore, given the reversibility of
our scheme, it is possible to exactly recover the original block B from the watermarked
one BW .

In the following, we describe the logical functioning of the proposed scheme by
highlighting the relative embedding, extraction, and recovery phases. In particular,
in Section 3.1, we describe the embedding phase of our scheme, and in Section 3.2, we



Fig. 2. An open-loop like representation of the embedding phase of the proposed watermark scheme.

highlight the key points of the extraction and recovery phases. Without loss of gener-
ality, from now on we consider all selected blocks as valid. However, we remark that 
valid blocks can be efficiently detected by both embedding and extraction algorithms 
[Coatrieux et al. 2009; Castiglione et al. 2015b].

3.1. The Embedding Phase
The embedding phase is carried out by the embedRWInFMRI procedure, which is 
outlined in Algorithm 1. Such a procedure embeds the watermark string ws in the input 
image fMRI by dividing that image into M subimages on the T -axis. Subsequently, ws
is embedded independently in each subimage fMRIi, with i ∈ {1, . . . ,  M}, through the 
embedRWInSubImage procedure, which is reported in Algorithm 2. In this way, the 
extraction of the hidden information can be performed even when only a significant 
portion of the fMRI image is available. In particular, such a portion should contain at 
least a subimage. Finally, once ws is embedded in all of the subimages, they are merged
to obtain the final watermarked image fMRIW .

The embedRWInFMRI procedure employs a pseudorandom number generator 
(PRNG) G, whose seed is the secret used for the embedding and the extraction. Sim-
ilarly to Pizzolante and Carpentieri [2012], such a procedure relies on G to select 
the blocks where the watermark string will be embedded. Again, with regard to the 
embedRWInSubImage procedure, the watermark string ws is split into P substrings,
where P denotes the number of slices constituting fMRIi. In detail, for each slice st,z
of fMRIi, the embedInSlice procedure described in Algorithm 3 is invoked. Let wsp be 
a substring of ws. The embedInSlice procedure, which is graphically explained by the
open-loop like diagram in Figure 2, is used for the embedding of wsp in st,z. Without 
loss of generality, in the figure, a substring wsp is referred to as w. First of all, a block 
B is extracted from st,z by using G, and  B is estimated through the estimate procedure. 
Let Be denote the output of such estimation. Subsequently, the relation between B 
and Be is used to check whether B is a carrier or noncarrier block. More precisely,



ALGORITHM 1: embedRWInFMRI
Input: fMRI, ws, seed, M.
Output: fMRIW .
Define a PRNG G and the relative seed
Subdivide fMRI on the T -axis into fMRI1, fMRI2, . . . , fMRIM

for i = 1 to M do
fMRIW

i = embedRWInSubImage(fMRIi, G, ws)
end
Merge fMRIW

1 , fMRIW
2 , . . . , fMRIW

M into fMRIW

return fMRIW

ALGORITHM 2: embedRWInSubImage
Input: fMRIi , G, ws.
Output: fMRIW

i .
p = 1
P = fMRIi .numOfVolumes × fMRIi .numOfSlicesPerVolume
Subdivide ws into ws1, ws2, . . . , wsP

for t = 1 to fMRIi .numOfVolumes do
for z = 1 to fMRIi .numOfSlicesPerVolume do

embedInSlice(wp, st,z, G)
p + +

end
end
Copy all modified slices into fMRIW

i

return fMRIW
i

the distance D between B(1,1) and Be
(1,1) is considered, where B(i, j) is the value of the

sample having (i, j) as relative coordinates. If B is a carrier block, based on the value
of w[i], W is added to B or subtracted from B, and the relative result is stored in BW ,
as highlighted by the green dotted line in Figure 2. Note that if the embedded bit is
equal to 1, the relation BW

(1,1) > Be
(1,1) is satisfied, whereas if such a bit is equal to 0, the

relation BW
(1,1) < Be

(1,1) holds. We remark that the aforementioned relations are exploited
by the extraction algorithm, as it holds that Be = estimate(B) = estimate(BW ) = BeW .
Conversely, if B is a noncarrier block, the preceding relations cannot be satisfied, and
W is added to Bor subtracted from B, to increase the value of D. Afterward, all modified
blocks and unmodified samples of st,z are stored in sW

t,z, which is returned as output by
the embedInSlice procedure.

Again, once all slices of fMRIi have been processed, all modified blocks and un-
modified samples of fMRIi are then stored in fMRIW

i , which is returned by the
embedRWInSubImage procedure. Finally, the whole watermarked image fMRIW is
returned by the embedRWInFMRI procedure.

3.2. The Extraction and Recovery Phases
The extraction and recovery phases are performed by means of the extractAnd
RecoverRWFromFMRI procedure, which is reported in Algorithm 4. We remark that



ALGORITHM 3: embedInSlice
Input: G, w, st,z.
Output: sW

t,z.
do

Pseudorandomly select (x, y) by using G
Verify the validity of (x, y)
B = getBlock(st,z, x, y)
Be = estimate(B)
D = |B(1,1) − Be

(1,1)|
if (D < 1) then

if (w[i]==1) then
BW = B+ W

else
BW = B− W

end
i++

else
Add W to B or subtract W from B to increase the difference between B(1,1) and Be

(1,1)

end
Set all coordinates of B to be not valid

while i ≤ w.length
Copy all modified blocks and unmodified samples of st,z to sW

t,z

return sW
t,z

the purpose of this procedure is twofold: extraction of the watermark string and the
recovery of the original fMRI image. More precisely, such a procedure first splits the
watermarked input image fMRIW into M subimages, each denoted by fMRIW

i , with
i ∈ {1, . . . , M}. For each fMRIW

i , the watermark string is extracted and the original
subimage is recovered through the extractAndRecoverRWFromSubImage procedure.
In detail, each invocation of such a procedure takes as input fMRIW

i and returns as
output the pair (wsE(i), fMRIR

i ). Finally, once all watermark strings have been extracted
and the subimages recovered, the extractAndRecoverRWFromFMRI procedure returns
one of the following outputs:

—(wsE(1), fMRIR), if all watermark strings extracted from the subimages are equal;
—(nil, fMRIW ), otherwise.

More precisely, in the first case, the recovered fMRI image fMRIR and the extracted
watermark string wsE(1) are returned, whereas in the second case, nil and the wa-
termarked input fMRIW are returned. Note that in the second case, the watermark
strings extracted from the subimages are different, and as a consequence, fMRIW is
affected by one or more alterations.

4. ON-BOARD INTEGRATION
In this section, we describe how to integrate the proposed scheme within an fMRI sys-
tem. The scheme that we propose operates in real time and is able to deal with large 
amounts of data. In the literature, other systems have been proposed for the real-time 
processing of large-size images, as in the case of satellite imagery [Muresan et al. 2006;



ALGORITHM 4: extractAndRecoverRWFromFMRI
Input: fMRIW , lengthWS, seed, M.
Output: (nil, fMRIW ) or (nil, fMRIW ).
Define a PRNG G and the relative seed
Subdivide fMRIW on the T -axis into fMRIW

1 , fMRIW
2 , . . . , fMRIW

M

for i = 1 to M do
(wsE(i), fMRIR

i ) = extractAndRecoverRWFromSubImage(fMRIW
i , G, ws)

end
if (wsE(i) = wsE( j), ∀i, j ∈ {1, . . . , M}) then

Merge fMRIR
1 , fMRIR

2 , . . . , fMRIR
M into fMRIR

return (wsE(1), fMRIR)
else

return (nil, fMRIW )
end

Pop et al. 2007; Petcu et al. 2007]. In particular, we show how our scheme can oper-
ate coupled with the DICOM standard, which defines the criteria for communication,
visualization, archiving, and printing of medical and medical-related information. It
is important to point out that DICOM is supported by almost all fMRI system mod-
els, produced by manufacturers such as Philips (e.g., Ingenia and Achieva), Siemens
(e.g., Magnetom), and General Electric (e.g., Signa and Optima). Finally, we show how
our scheme can be used effectively in a manner that is independent of the DICOM
standard.

4.1. Integration with DICOM AEs
All fMRI imaging systems produce as output images conforming to the DI-
COM standard. More precisely, by means of the MR Image Storage SOP Class
(1.2.840.10008.5.1.4.1.1.4) defined by the DICOM standard, the images created by an
fMRI system are encoded as DICOM (SOP) objects, containing all information related
to such images. Some fMRI systems also support derivations of that class, such as
the Enhanced MR Color Image Storage SOP Class (1.2.840.10008.5.1.4.1.1.4.3). Med-
ical and medical-related images are usually stored in uncompressed format; however,
compressed formats, such as JPEG and run- length encoding, are supported. The SOP
object concerning a certain image can be transmitted on the network for being dis-
played or stored on a PACS system. Additionally, it can be printed or stored on media
devices such as USB, CD, and DVD.

It is important to emphasize that although the watermarked image produced by
our scheme can be restored to its original form, it no longer complies with the MR
Image Storage SOP Class. Indeed, an image being stored using that class must not
be affected by any form of postprocessing. On the other hand, with regard to images
affected by postprocessing, as well as those not acquired from modalities, DICOM
provides the Secondary Capture Image Storage Class (1.2.840.10008.5.1.4.1.1.7) and
its derivations, such as the Multi-Frame True Color Secondary Capture Image Storage
Class (1.2.840.10008.5.1.4.1.1.7.4).

Based on the aforementioned considerations, for each fMRI image acquired, a water-
marked version of the image is produced. More precisely, the image acquired from the
modality is first encoded as a DICOM object through the MR Image Storage SOP Class.
Afterward, our watermark scheme is applied on the image, which is encoded through
the Secondary Capture Image Storage Class to produce a DICOM object containing the



Fig. 3. Application logic of the proposed scheme within DICOM AEs.

watermarked image. In detail, the DICOM objects characterizing the watermarked 
and unwatermarked images have the same values for the attributes of the follow-
ing DICOM modules: Patient (C.7.1.1), General Study (C.7.2.1), and General Series 
(C.7.3.1). In this way, using the recursion (or nesting) of DICOM objects, we create a 
more complex tree-like structure, which is in turn embedded in a root DICOM object.

From now on, the objects created as described earlier can follow the conventional 
dataflow defined by the DICOM standard. More precisely, as described by the DICOM 
data model shown in Figure 1, the aforementioned objects (SOP instances) can follow 
two paths: they can be stored offline or on a device, or they can be transmitted over the 
network to be analyzed, stored, or printed. Moreover, any DICOM viewer can display 
the watermarked image. We remark that the extraction of the watermark, as well as 
any eventual security check, can be easily integrated within such a viewer. In Figure 3, 
we show the functioning of our scheme within a typical DICOM environment.

4.2. Integration Outside the DICOM World
Considering that new standards for the management of medical and medical-related 
images might be introduced and changes to the DICOM standard could be carried out 
in the future, we also define how the proposed scheme can operate in medical and 
medical-related applications regardless of the DICOM standard.

However, it is important to emphasize that for diagnostic or research purposes, the 
presence of the invisible watermark should always be explicitly signaled. In general, 
in medical and medical-related fields, it is common practice to perform research on 
images acquired directly from modalities that have not been affected by any form of 
postprocessing (e.g., watermark embedding). Moreover, such signaling should always 
be preserved, even in the case of image format conversion.

For this purpose, we report the presence of the hidden information by means of 
a second watermark that is logically related to the first one but has a completely 
different function. In detail, the visible watermark is reversible and should not be 
removed until the invisible one has been completely extracted. In fact, the invisible 
watermark may not be extracted completely even though the visible one has been 
entirely removed. Therefore, the first watermark remains unreported, and this could 
mislead the analysis.



Fig. 4. Application logic of the proposed scheme outside the DICOM world.

A possible way to create the aforementioned dependence between the visible and
invisible watermarks is graphically described in Figure 4. In the figure, the “|” symbol
denotes the concatenation of strings, whereas the variable data denotes some informa-
tion that may be used for subsequent computation.

Finally, we remark that the two watermarks, although dependent on each other, have
completely different functions. More precisely, the visible watermark is used to provide
a human-readable warning, whereas the invisible one is used to hold information
necessary for an eventual subsequent processing.

5. IMPLEMENTATION AND PERFORMANCE EVALUATION
The main aim of the testing phase has been to evaluate two aspects: the imperceptibility
of the proposed watermark scheme (i.e., the embedded watermark should be invisible
and the execution time of our scheme on a credit card–size single-board computer. For
evaluating the first aspect, the following two metrics were used: peak signal-to-noise
ratio (PSNR) and the Q Index (QI) [Wang and Bovik 2002]. The PSNR is a widely
used measure of similarity between the original image and the watermarked one.
Such a measure is easy to compute and analytically tractable. However, it is widely
known that the PSNR does not consider human visual sensitivities [Wang et al. 2002].
Consequently, to better evaluate the image quality through objective measures, the QI
has been considered. The QI ranges from −1 to 1. In particular, its best value is 1, and
it is achieved if and only if the compared images are exactly the same, whereas the
worst value is −1, and it is achieved when the images are completely different.

With regard to the execution time of our scheme on a credit card–size single-board
computer, we show the results achieved by implementing such a scheme on the Rasp-
berry Pi B Plus shown in Figure 5, which has extremely constrained hardware and
software characteristics.

The Raspberry is an open-source single-board computer based on the ARM11 family
processor. This type of computer does not include any built-in hard disk, as it operates
on an SD card for booting and long-term storage. In particular, the Raspberry consists
of the Broadcom BCM 2835 system on chip (SoC), which integrates a processor (CPU),



Fig. 5. Raspberry Pi B Plus used for the testing.

a graphics processing unit (GPU), and some memory into a single unit. In detail, the 
BCM 2835 SoC contains an ARM1176JZ-F processor running at 700MHz, 512MB of 
RAM, and a GPU named Video Core IV. Moreover, the Raspberry supports several 
standard communication interfaces, such as USB, IEEE 802.3, IEEE 802.11, HDMI, 
DVI, RCA, RS-232, andRS-485. We remark that the peak power requirements of this 
computer are low (i.e., 700mA at 5V), and usually the device’s power consumption is 
much lower. The SD card can be loaded with several operating system images. For our 
testing phase, it was loaded with the Debian OS, called Raspbian Wheezy. We decided 
to implement our scheme on that computer for two main reasons. First, we wanted 
to demonstrate the efficiency of our watermark scheme even when the resources it 
could access were extremely constrained. As a result, our scheme is very suitable for 
implementation directly on board, and it may be easily integrated into the software 
installed on an fMRI system. Second, a single-board computer has a very small size 
and supports several communication interfaces, and hence it could be integrated on an 
fMRI system without the need to use specialized and expensive hardware components.

In this section, we focus on the test results achieved through several experiments 
performed on a dataset composed of 82 fMRI images and aimed at assessing the ef-
fectiveness of the proposed scheme. In detail, such images come from the dataset 
denoted as Stop-signal task with unconditional and conditional stopping provided by 
the OpenfMRI project [Poldrack et al. 2013].

5.1. Imperceptibility
Let I, IW, and  IR denote the original image, the watermarked image, and the image 
reconstructed after the extraction process, respectively. In addition, let ws and wsE 

be the embedded watermark string and the extracted one, respectively. We evaluate 
the distortion between I and IW . In particular, we focus on several scenarios where 
an fMRI image can be consulted effectively, even if a watermark is still embedded,



Fig. 6. PSNR values.

without affecting the result of such a consultation. For this reason, we first evaluate
the distortion in terms of PSNR with respect to the unwatermarked image. More
precisely, we perform the testing activity by considering the parameter M equal to
5 and 8, a watermark string σ composed of 4,096 bits, and the string “123456” as
seed. From now on, we denote by vt, v

W
t the t-th 3D data volume in fMRI and fMRIW ,

respectively. Again, we denote by st,z, sW
t,z the z-th slice of the t-th volume in fMRI and

fMRIW , respectively. Finally, we denote by MSE the mean square error.
In particular, for each pair (fMRI, fMRIW ), where fMRI is a tested image and fMRIW

is the relative watermarked image, we measure the PSNR(4−D) value, obtained by
means of the following equations:

PSNR(4−D)(fMRI, fMRIW ) = 1
T

×
T∑

t=1

PSNR(3−D)
(
vt, v

W
t

)
, (1)

PSNR(3−D)
(
vt, v

W
t

) = 1
Z

×
Z∑

z=1

PSNR(2−D)
(
st,z, sW

t,z

)
, (2)

PSNR(2−D)
(
st,z, sW

t,z

) = 10 log10

(
(216 − 1)2

MSE(st,z, sW
t,z)

)
, (3)

MSE
(
st,z, sW

t,z

) = 1
X × Y

×
X∑

x=1

Y∑
y=1

(fMRIs(t, z, x, y) − fMRIW
s (t, z, x, y))2. (4)

In Figure 6, we show the PSNR trend when M = 5 and M = 8, respectively. In
particular, on the x-axis, the evaluated images are reported, whereas on the y-axis, the
relative PSNR values are reported. In detail, we use such values for the M parameter
since one of the main aims of the testing phase is to protect subimages of the whole
fMRI image, which are sufficiently wide and meaningful.

Furthermore, in Figure 7, we graphically report the QI trend when M = 5 and M = 8,
respectively.

By carefully analyzing the preceding figures, it can be noted that the values assumed
by the PSNR are very high and the QI is close to 1. Therefore, such results validate
the fact that the watermark is not human perceivable. For this reason, nonmedical



Fig. 7. QI values.

Fig. 8. Execution time of the embedding phase.

consultation and online viewing could be still performed by the end user without per-
ceiving any alteration of the image. Finally, as mentioned previously, users interested 
in a deeper analysis/processing can exactly recover the original image by extracting 
the embedded watermark string.

5.2. Execution Time
To execute our scheme on multiplatform environments, we implemented it in the Java 
programming language. More precisely, our experiments are carried out using a Rasp-
berry Pi B Plus equipped with a Class 4 MicroSD of 8GB and version 1.8.0 − b132 of 
the Java Runtime Environment (JRT).

In Figure 8(a), we report a graphical representation concerning the execution time of 
the embedding phase of our scheme when M = 5. In detail, on the x-axis, we report the 
tested images, whereas on the y-axis, we report the execution time in milliseconds. In 
Figure 8(a), the execution time ranges from around 101,000ms (101 seconds) to around 
143,000ms (143 seconds).

Similarly, in Figure 8(b), we graphically report the execution time when M = 8. In 
this case, the execution time ranges from around 115,000ms (115 seconds) to around 
156,000ms (156 seconds). On the other hand, the average execution time concerning 
both the extraction and reconstruction phases is around 240 seconds and 265 seconds 
when M = 5 and  M = 8, respectively.

6. CONCLUSIONS AND FUTURE WORKS
fMRI is a technology that has a wide range of applications both in medical and re-
search fields. This imaging technique is more and more used in so-called multidomain



environments, where several different entities cooperate by exchanging information.
Therefore, it may be useful to detect whether fMRI images have been altered somehow
from when they were recorded, and it is crucial to ensure the authenticity of such
images. In general, an approach to protect such images may be the inclusion of some
information into the image header. However, such an approach is prone to attacks (e.g.,
manipulation and tampering). In addition, information loss might occur during file
format conversions. Finally, even if data encryption can be used to protect data trans-
mitted over insecure networks, decrypted content may be affected by unauthorized
use or manipulation at the receiver’s side. Therefore, to overcome the aforementioned
limitations, we introduce a protection level that is as near as possible to the data. In
particular, in this article, we introduced a scheme for fragile reversible watermarking
based on the ones proposed in Castiglione et al. [2015b] and Coatrieux et al. [2009].
Such a scheme is explicitly addressed to operate on images characterizing fMRI-based
analysis. More precisely, this scheme can be used to ensure authenticity and integrity
of fMRI images in a manner that is independent of the image format and without using
any external metadata, such as headers and attributes. Moreover, we remark that due
to its structure, our scheme may be modeled by means of an open-loop microcontroller.
Furthermore, we show how to integrate our scheme within fMRI systems, particularly
how such a scheme can operate coupled with the DICOM standard. In addition, we
show how our scheme can operate in a manner that is independent of such a standard.
Finally, we implement and test the proposed scheme on a credit card–size single-board
computer to show the performance and effectiveness of such a scheme even when the
hardware and software characteristics at its disposal are extremely constrained.

As a future research direction, we intend to investigate the possibility of protecting
this type of image even when multiple trials are produced. Additionally, we remark
that the scheme we introduced could be virtually extended to consider other types of
sensitive images in which any kind of alteration cannot be tolerated.
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